Digital Circuit Evolution Using SAT Solver
(Evolvable Hardware)

By
MUMTAZ ALI
2010-NUST-MS-EE-30

A thesis submitted in partial fulfillment of the requirements for the degree of Masters of
Science in Electrical Engineering

School of Electrical Engineering and Computer Science,
National University of Sciences and Technology (NUST),
Islamabad, Pakistan.
(August 2012)
to my

FAMILY
Acknowledgements

Foremost, I would like to express my sincere gratitude to my advisor Dr. Osman Hasan for the continuous support of my M.Sc study and research, for his patience, motivation, and immense knowledge. His guidance helped me in all the process of research and writing of this thesis.

Besides my advisor, I would like to thank the rest of my thesis committee: Dr. Awais Kamboh, Dr. Rehan Hafiz, and Mr. Nasir Mahmood, for their encouragement, insightful comments, and hard questions.

My sincere thanks also goes Dr. Syed Irfan Ahmed for his constant support during my thesis research.

I would like to thank my fellow Umer Kakli who always helped me in the documentation of my thesis.

Last but not the least, I would like to thank my family: my parents, my brothers and sister for their constant support and patience.
Abstract

Evolutionary computation uses Darwinian principles to find solutions from a given search space and forms the basis for evolving digital circuits. One of the most computationally expensive steps in evolutionary computation is the comparison of the candidate circuit (chromosome) with the target truth table. We propose to use SAT (satisfiability) solvers to improve upon the efficiency of this process, which is traditionally done using exhaustive simulation. However, traditional SAT solvers, which return the satisfiability of a boolean expression in Yes/No format, cannot be used in this context since we need the percentage (score) of equivalence between two circuits. This thesis presents a SAT solver that fulfills this requirement. We use this novel SAT solver to develop a digital circuit evolution methodology based on the principles of Cartesian Genetic Programming (CGP). The proposed methodology performs exceptionally well for circuits whose behavior can be expressed compactly in terms of CNF (Conjunctive Normal Form) clauses. For illustration purposes, the proposed methodology has been used to evolve digital circuits exhibiting the behaviors of adders, multipliers, muxes, encoders, even parity circuits and a few LGSynth91 benchmarks.
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Chapter 1

Introduction

1.1 Evolvable Hardware

Evolvable Hardware is a domain in which evolutionary computation or other bio-inspired algorithms are used for automated hardware design, dynamic adaptive hardware, self replication or self repair [2, 16, 5, 1, 17, 11]. This makes evolvable hardware a very interesting multidisciplinary research domain involving biology, computer science and engineering. The focus of this thesis is on using the foundations of evolvable hardware in the context of automated combinational digital circuit design, i.e, a scenario in which evolutionary algorithms are used to evolve combinational digital circuits. This approach is known for providing better synthesis results than the traditional methods [12, 19].

1.1.1 Motivation

Genetic algorithm based evolutionary computing [46], depicted in Figure 1.1, is one of the most commonly used methods for digital circuit evolution. The main strength of genetic algorithms is the ability to automatically search the required solution from a given search space without any prior knowledge about the problem. The input to the genetic algorithm based evolutionary computing is a target truth table and its goal is to find a solution circuit, or chromosome, whose truth table matches with the truth table of the target function. Initially, the algorithm starts with a population of random chromosomes. The algorithm has access to a fitness function that measures the closeness level of a candidate chromosome and the target function. This fitness function is used to evaluate each chromosome of the
present generation and assign a fitness score to it. Chromosomes with the best fitness score are selected to produce the next generation of population by recombination/crossover or random mutation. A number of selection strategies have been reported in the open literature. For example, in the tournament selection strategy [26], chromosomes are randomly divided into groups and the chromosomes with the best fitness score from each group are selected to produce the new generation. The genetic algorithm keeps on running until the target solution is achieved, or the maximum number of allowed iterations is reached. A number of genetic algorithm based evolutionary techniques for evolving digital circuits have been reported in the literature. Some promising ones include Koza’s genetic programming [3] and Cartesian genetic programming (CGP) [21]. Cartesian genetic programming
is more popular mainly because it is more efficient in terms computation time and required resources \[23, 30, 31\] than the other biologically-inspired methods.

### 1.1.2 Scalability of Evaluation Time

Traditionally, the fitness scores are calculated using exhaustive simulation in digital circuit evolution. The main idea is to compare the output of the given chromosome and the target function using all the possible input patterns. This kind of exhaustive simulation consumes a significant amount of computation time, which grows exponentially with an increase in the number of inputs or functional complexity of the target function. This enormous computation time requirement is one of the major factors that limits the scope of digital circuit evolution \[25\].

In this thesis, we propose to solve the above mentioned computation time problem by using SAT solvers \[52\] to assess the fitness scores in digital circuit evolution. SAT solvers are known to be computationally faster than simulation in the task of equivalence checking \[18, 14, 10, 24\]. To the best of our knowledge, SAT solvers have never been used for fitness scoring in digital circuit evolution before.

This thesis presents a complete methodology for using SAT solvers to assess the fitness scores in digital circuit evolution. The proposed methodology is primarily based on the Cartesian Genetic Programming (CGP) \[20\] technique. We have developed a variant of CGP in which chromosomes are evaluated using SAT solving. Since, traditional SAT solvers do not provide a comparison score between the circuits that are being checked for equivalence, so we also implemented our own SAT solver in the reported work. The main principle is to convert the target function behavior and the given chromosome into a CNF and then evaluate their fitness based on the number of inputs assignments for which the CNF is unsatisfiable. The complete code is written in C++. For illustrating the effectiveness of the proposed methodology and our development, we utilize it to evolve digital circuits exhibiting the behavior of adders, multipliers, multiplexers, even parity circuits, encoders and a few LGShynh91 benchmarks. It is worth mentioning that a significant time
gain was observed for circuits in which the number of CNF clauses in the CNF representation is a linear of the number of inputs.

1.2 Preliminaries

In this section, we describe some foundational concepts about digital circuit evolution and SAT based equivalence checking along with some commonly used terminology. The information is expected to be helpful in understanding the main contributions of the thesis that are described later.

1.2.1 Digital Circuit Evolution

The main principle of digital circuit evolution is based on the genetic algorithms based evolutionary computing as illustrated in Figure 1.1. The target specification is the functionality of the desired circuit in this case and the chromosomes represent digital circuits in coded form. The fitness scores are usually computed by comparing each chromosome with the target circuit using exhaustive simulation.

Cartesian Genetic Programming (CGP), developed by Miller and Thomson, is the most widely used technique of the digital circuit evolution [23, 21, 29, 30, 31]. In CGP, we represent a candidate circuit as a two dimensional \((n_r \times n_c)\) grid of programmable nodes where \(n_c\) represents the number of columns and \(n_r\) represents the number of rows. Each node in this 2D grid is programmable and can acquire any one of the 20 available functions, given in Table 1.1. The function acquired by a node is identified by a unique identifier as listed in Table 1.1.

We illustrate the CGP based evolution of digital circuits by considering an example of a candidate circuit given in Figure 1.2. This circuit is composed of a 2x2 grid with four nodes and three inputs and two outputs. In CGP, the inputs and outputs of the nodes are represented by distinct integers such that the inputs are labeled first, starting from the integer 0 and then the output of each node is labeled in a column wise fashion. Thus, in
Table 1.1: List of Available Functions in CGP

<table>
<thead>
<tr>
<th>Function Number</th>
<th>Function</th>
<th>Function Number</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>10</td>
<td>xor(a,b)</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>11</td>
<td>xor(a,!b)</td>
</tr>
<tr>
<td>2</td>
<td>a</td>
<td>12</td>
<td>or(a,b)f</td>
</tr>
<tr>
<td>3</td>
<td>b</td>
<td>13</td>
<td>or(a,!b)</td>
</tr>
<tr>
<td>4</td>
<td>!a</td>
<td>14</td>
<td>or(!a,b)</td>
</tr>
<tr>
<td>5</td>
<td>!b</td>
<td>15</td>
<td>or(!a,!b)</td>
</tr>
<tr>
<td>6</td>
<td>and(a,b)</td>
<td>16</td>
<td>mux(a,b)</td>
</tr>
<tr>
<td>7</td>
<td>and(a,!b)</td>
<td>17</td>
<td>mux(a,!b)</td>
</tr>
<tr>
<td>8</td>
<td>and(!a,b)</td>
<td>18</td>
<td>mux(!a,b)</td>
</tr>
<tr>
<td>9</td>
<td>and(!a,!b)</td>
<td>19</td>
<td>mux(!a,!b)</td>
</tr>
</tbody>
</table>

our example circuit of Figure 1.2, numbers 0,1 and 2 represent the inputs and 3,4,5 and 6 represent the outputs of nodes, respectively. Node inputs can be connected either to a node output from one of the previous $\ell$ columns or to one of the inputs of the circuit. This way feedback loops are restricted. The factor $\ell$ denotes level-back which is used to limit the design space by not allowing a node input to be connected to any column which is behind $\ell$ allowed columns.

A chromosome representation of the candidate circuit of Figure 1.2 is also provided below it in the form of an integer string. A node in the chromosome is represented by four integers. First three integers show the input connectivity of the node and the last integer identifies its functionality, as given in Table 1.1. The last set of integers in the chromosome shows the output connectivity and thus contains integers equal to the number of outputs. This entry, in the case of our example, is 623, which corresponds to the three outputs of the candidate circuit. In this way, the chromosome captures the complete behavior, including the functionality and structure, of the candidate circuit.
Initially CGP starts with a population of randomly chosen chromosomes, which is usually referred to as the first generation. Fitness function evaluates each chromosome and assigns a fitness score to it. The chromosome with the best fitness score is selected as the parent for the next generation. The selected chromosome is then randomly mutated to produce the next generation. Random mutation is a process in which connectivity of the node input or output is randomly changed. Mutation rate is determined by the user. The parameter $\lambda$, which is a user defined term, defines the size of the population in one generation. Each new generation includes the best chromosome from the previous generation and its $\lambda$ mutated versions. CGP keeps evolving new generations until the solution circuit is acquired or the maximum number of iterations is reached.

The fitness function plays the most important role in the evolution of digital circuits as it is the fitness score that guides the selection of the next generation. In CGP, fitness of a chromosome is calculated using exhaustive simulation as illustrated in Figure 1.3. The main idea is to apply all possible inputs to the candidate circuit and compute the hamming distance between each one of its outputs with the corresponding output of the truth table.
of the target circuit. The hamming distance is then used to assess the fitness score of the candidate circuit. This process involves testing for all possible inputs and thus can be quite expensive in terms of computation time. This fact is one of the main limiting factors in the domain of digital circuit evolution.

![Diagram of Fitness Function of Conventional CGP](image)

**Figure 1.3:** Fitness Function of Conventional CGP

Parallel simulation is a technique that can be used to improve the fitness score calculation time for standard CGP [21]. The main principle of parallel simulation is to leverage upon the bitwise logical operations supported by languages like C. This allows us to perform more than one evaluation of a circuit by a single instruction. For example, an integer in C has a width of 32-bits so 32 logical operations for a gate can be executed by one instruction. For example, we can simulate a circuit with up to 5 inputs \(2^5 = 32\) by applying a single 32 bit vector at each input as illustrated in Figure 1.4. The current thesis is also targeted towards the same goal, i.e., improving the fitness scoring time. However, we propose to use SAT solver based scoring instead of exhaustive simulation. The proposed method performs better than the parallel simulation based fitness scoring, which is the state-of-the-art technique, for a wide range of circuits, as will be demonstrated in Chapter 4 of this thesis.
1.2.2 Functional Equivalence Checking using SAT Solving

Functional equivalence checking [18, 14, 10] is a method in which two different structures are verified to be functionally equivalent. Functional equivalence checking is a common practice in logic synthesis in which a synthesized netlist is functionally verified against the reference circuit.

A SAT solver [53, 52] is an algorithm that automatically determines if the given boolean expression is true at least for one particular assignment of its variables. This algorithm has found an enormous application in equivalence checking of boolean circuits because it can handle many interesting equivalence checking problems automatically. The main idea is to form the XOR function of the two boolean expressions of the digital circuits, whose equivalence needs to be verified, in the conjunctive normal form (CNF), i.e., a Boolean formula composed of a conjunction of clauses where each clause is formed by a disjunction of literals (Boolean variables). A SAT solver is used to check the satisfiability of the resulting CNF and the two circuits are termed functionally equivalent if and only if the CNF is unsatisfiable, i.e., the XOR of the two outputs is never true for any input variable assignment. Algorithm 1 briefly explains the usage of SAT solvers for functional equivalence checking. A mitter, used on the line 2 of Algorithm 1, represents the bit-wise XOR operation between the outputs of the two circuits and thus is false in case the circuits are equivalent. Each mitter is then converted to its CNF format and is then passed to the SAT solver to check if it is satisfiable for any assignment of input variables. In case a mitter is found to be satisfiable, circuits are not equivalent to one another and the satisfying assignment can
be used for debugging. A modern SAT solver provides a more efficient way to search for a satisfying assignment than exhaustive simulation and therefore outperforms it [15, 45].

Algorithm 1 SAT Based Equivalence Checking.

Inputs:
CircuitA: a set of functions \{y_1, y_2, ... y_N\}
CircuitB: a set of functions \{f_1, f_2, ... f_N\}

Output:
A satisfiable assignment

1: for \( i = 1 \rightarrow N \) do
2: \( M_i \leftarrow (y_i \oplus f_i) \) \quad \triangleright \text{ } M_i \text{ is a mitter}
3: \( CNF_i \leftarrow \text{boolean_logic_to_CNF}(M_i) \)
4: end for
5: \( x \leftarrow 0 \)
6: for \( i = 1 \rightarrow N \) do
7: \{sat, assignment\} \leftarrow \text{satsolver}(CNF_i)
8: if sat is true then
9: \( x \leftarrow 1 \)
10: break
11: end if
12: end for
13: if \( x \) is 1 then
14: Print(“circuits are not equal for assignment.”)
15: Print(assignment)
16: else
17: Print(“CircuitA and CircuitB are functionally equivalent”)
18: end if

Traditional SAT based algorithms work in Yes/No fashion, i.e., they can merely inform us if a logical formula is satisfiable or not. They lack the ability to find the closeness of two circuits (fitness scores), which is the main requirement in the case of digital circuit evolution. Therefore, traditional SAT solvers cannot be used in this context as is and in order to leverage upon their efficiency compared to exhaustive simulation, we propose a variant of traditional SAT solvers that is capable of fitness scoring.

1.3 Proposed Methodology

Figure 1.5 presents a general block diagram of the proposed methodology, which is primarily based on CGP and SAT solving.
Figure 1.5: Proposed Methodology

The first step is to transform the boolean expression of the target function to its corresponding CNF, which is used in every iteration of the the digital circuit evolution. The next step is to form a combined CNF of the XOR operation of the boolean expression of the chromosomes of the current population and the target function. The combined CNF is reduced as much as possible to minimize the computation overhead and is then given to the SAT solver so that its fitness score can be calculated. It is important to note that the context in which the SAT solver is being used here is different from its traditional usage since the desired output is not a Yes/No kind of an answer to a satisfiability problem but is a number that measures the degree of satisfiability of the given CNF. Traditional SAT solvers do not support this capability and thus, in this work, we developed our own SAT solver that can measure the degree of satisfiability of the given CNF clauses. Chromosome with the best fitness score along with some of its mutated version form the new population for the next generation. This process iterates until a chromosome which is functionally equal to the target function is found or the maximum number of iterations is reached.
We accept the target function and the initial population of chromosomes in the form of minimized minterms and maxterms as the input.

**Algorithm 2** Proposed Methodology

**Inputs:**
- target function: target function
- \( n_r \): number of rows
- \( n_c \): number of columns
- seed: a seed value for chromosome
- \( \lambda \): population size
- \( \ell \): level back
- \( \mu \): mutation rate

**Output:**
- best chromosome: chromosome with the best fitness score

```plaintext
1: for i=1 to \( \lambda+1 \) do
2:   if seed=0 then
3:     chromosome\(_i\) ← RANDOM\_CHR(seed, \( n_r, n_c, \ell \))
4:   else
5:     chromosome\(_i\) ← seed
6:   end if
7: end for
8: while target chromosome found or max iterations reached do
9:   Initialize best_score with zero
10:  for i=1 to \( \lambda+1 \) do
11:     score ← FITNESS\_FUNCTION(chromosome\(_i\))
12:     if score > best_score then
13:       index ← i
14:       best_score ← score
15:     end if
16: end for
17: best_chromosome ← chromosome\(_index\)
18: if best_score = max_score or max iteration reached then
19:   break loop
20: end if
21: chromosome\(_1\) ← best_chromosome
22: for i=2 to \( \lambda+1 \) do
23:   chromosome\(_i\) ← MUTATE(best_chromosome, \( \mu, \ell \))
24: end for
25: end while
26: Print report for best chromosome
```

Algorithm 2 provides the implementation details corresponding to the proposed methodology outlined above. The algorithm accepts the target function and its number of rows \( n_r \) and columns \( n_c \), the seed value for the chromosomes and the digital circuit evolution parameters \( \lambda, \ell \) and \( \mu \). The body of Algorithm 2 is primarily composed of the functions: RAN-
DOM\_CHR, FITNESS\_FUNCTION and MUTATE. RANDOM\_CHR returns a randomly generated chromosome using parameters $\ell$, $n_c$ and $n_r$. FITNESS\_FUNCTION accepts a chromosome and returns its fitness score by using our proposed SAT solving. Whereas, the function MUTATE accepts a chromosome and returns its mutated version using parameters $\mu$ and $\ell$. The proposed methodology algorithm returns the chromosome that is found to be closest to the target function in the given number of iterations. In Chapter 3, we present the implementation details associated with the FITNESS\_FUNCTION, i.e., the SAT solver that returns the fitness score between the target function and a given chromosome.

1.4 Thesis Organization

The rest of the thesis is organized as follows: Chapter 2 provides a brief literature survey regarding the existing digital circuit evolution techniques. The algorithm for the novel SAT solver is described in Chapter 3. The experimental results are presented in Chapter 4 and finally Chapter 5 concludes the thesis.
Chapter 2

Related Work

Scalability is one of the major issues faced by researchers in the domain of digital circuit evolution [25, 16]. The problem of scalability is two-fold. Firstly, the evaluation of the closeness of a candidate solution with the target solution is not scalable. Secondly, the search space grows exponentially with respect to the size of the problem and thus is not easy to handle with the given computation and memory constraints. Various methods have been proposed to tackle these scalability issues and this chapter summarizes them besides providing some related work for SAT solving based equivalence checking.

2.1 Scalability of Representation

A search space in circuit evolution is the space of all possible representations of circuits in a chromosome. Thus, the size of the search space is directly related to the length of the chromosome, which is chosen by the designer based on the size of the circuit. As the circuit size grows, the chromosome size has to grow accordingly, which results in an exponential grown in the size of the search space. This in turn increases the computation requirements for finding the solution circuit. Numerous researchers have tried to alleviate this problem. The authors in [33, 16] have proposed to perform digital circuit evolution at the functional level and thus use large building blocks instead of gates as basic components. Some limitations of this approach include the manual definition of such blocks for every design by the designer and the inefficiency of digital circuit evolution algorithms at this higher abstraction level with more complex functionality. Incremental evolution [37, 38, 39] is another option in which a problem is first divided into sub modules or units. First,
evolution is performed to individually evolve these units and then these units act as building blocks for evolution of more complex circuits. In the modular approach, the modules are automatically defined to be reused in the evolution process [4, 8]. Combination of modular and incremental evolution has also been used [13, 41]. Computational developments [34, 35, 32, 6, 9, 7] have brought a new direction to this field with promising theoretical as well as practical results but the issue of scalability is still an open challenge because all the above mentioned techniques compromise on the diversity of the search space.

2.2 Scalability of Evaluation Time

Fitness evaluation time also grows exponentially with an increase in the size of circuit. Traditionally, fitness score is calculated using exhaustive simulation where all possible inputs are tested. There are a number of strategies reported so far to tackle this issue. In some cases such as filters, classifiers or robot controllers, where a circuit is required to work only for a subset of inputs, fitness scoring is done by partial simulation. However, this approach is not applicable to circuits where a correct response is required for all possible inputs [42]. If a target system is linear, it is possible to completely evaluate a candidate circuit using only one input vector [44]. Z. Vasicek et al. proposed to verify a candidate circuit against the target solution using a SAT based equivalence checking algorithm. Due to limitation of traditional SAT solvers (which work in yes/no fashion), the method only works for the post synthesis optimization phase where a circuit is initially synthesized using a conventional synthesis tool first and then it is further optimized in evolutionary framework using SAT solvers [45]. In the current thesis, we overcome this restriction by proposing a SAT solver based fitness scoring.
2.3 SAT Based Formal Verification

The main focus of SAT solving is to optimize the search for a satisfying assignment of the variables of a given boolean function in terms of time taken and resources utilized. Growing demand for more efficient and scalable verification solutions have fueled the research in SAT based verification techniques in the last two decades [18, 14, 10, 24, 47, 48, 49, 50]. MiniSAT [52] and Picosat [53] are two of the most popular SAT solvers these days.

Converting the boolean expression into their corresponding CNF format is an important step in SAT based equivalence checking algorithms. The main challenge here is to obtain the most compact CNF form, i.e., with the least number of clauses since the number of clauses not only effects the memory consumption but also the performance of a SAT solver in terms of computation time. Tseitin [27] proposed a very promising algorithm for this purpose. It uses new variables for all intermediate nodes of the circuit instead of resolving them. The addition of new variables keeps the number of clauses linear with the size of circuit. Many extensions of Tsetin’s classical algorithm have been proposed in the literature, e.g. [28]. However, in our case we cannot use Tseitin’s algorithm because we need to calculate all possible assignments in terms of primary inputs and the new variables for intermediate nodes do not allow this. We therefore use the basic method of CNF conversion in the proposed methodology.
Chapter 3

SAT Based Fitness Scoring

The following notation is used to explain the CNF conversion process and the proposed SAT solver implementation. Let $T$ be the target function with $M$ inputs and $N$ outputs, which are form the set $Y = \{y_1, y_2, \ldots, y_N\}$. A chromosome (candidate circuit) is denoted by $C$ and also has $M$ inputs and $N$ outputs. Let $F = \{f_1, f_2, \ldots, f_N\}$ denote the set of variables corresponding to the outputs of $C$ and $Z = \{z_1, z_2, \ldots, z_{n_c \times n_r}\}$ denote the set of variables corresponding to the outputs of the intermediate nodes of $C$. Both $T$ and $C$ are circuits with an identical set of inputs and let the set of input variables be denoted by $X = \{x_1, x_2, \ldots, x_M\}$.

3.1 CNF Conversion

The CNF conversion algorithm is given in Algorithm 3. It accepts the target and candidate circuits as inputs and returns their combined CNF. The function ENCODE_CNF encodes the CNF as a disjunction (logical OR) of XOR’s between the respective outputs from the target function and the chromosome, i.e., the CNF for an $N$-output circuit will be encoded as

$$E = (y_1 \oplus f_1) \lor (y_2 \oplus f_2) \lor (y_3 \oplus f_3) \lor \ldots \lor (y_N \oplus f_N).$$

This way, $E$ will be false if and only if all the corresponding outputs from target function and chromosome are equal. The first step in the CNF conversion process is to express $y'_i$s and $f'_i$s in terms of $x'_i$s in order to obtain an expression of $E$ in terms of inputs $x'_i$s only. The function RESOLVE_Y finds the CNF expression for $E$ by representing the $y'_i$s in terms of their corresponding $x'_i$s and returns the resulting simplified CNF in a variable $CNF_{input}$. This is done by using the proposition resolution rules given in Table 3.1. The outputs $y'_i$s remain the same throughout the evolution process since they represent the target function whereas the outputs $f'_i$s
alter in every iteration of the evolution process. In order to minimize the computation cost, we obtain the $\text{CNF}_{\text{input}}$ only once and reuse it along with the current $f'_i$s to find the net CNF expression for every iteration. The function $\text{RESOLVE}_F$ accepts $\text{CNF}_{\text{input}}$ and returns the net CNF expression by representing the $f'_i$s in terms of their corresponding $x'_i$s.

**Algorithm 3 CNF Conversion**

**Inputs:**
- target_function: representation of the target truth table
- chromosome: a candidate circuit

**Output:**
- CNF: combined CNF of target function and chromosome

1: $E \leftarrow \text{ENCODE}_\text{CNF}(N)$
2: $\text{CNF}_{\text{input}} \leftarrow \text{RESOLVE}_Y(E, \text{target_function})$
3: $\text{CNF} \leftarrow \text{RESOLVE}_F(\text{CNF}_{\text{input}}, \text{chromosome})$
4: function $\text{ENCODE}_\text{CNF}(N)$
5: Initialize $E$ as empty set
6: for $i=1$ to $N$ do
7: \[ E \leftarrow E \lor (y_i \oplus f_i) \]
8: end for
9: return $E$
10: end function
11: function $\text{RESOLVE}_Y(E, \text{target_function})$
12: for all clauses of $E$ do
13: \[ \text{for all literals do} \]
14: resolve $y'_i$s in terms of its corresponding $x'_i$s
15: end for
16: end for
17: return $E$
18: end function
19: function $\text{RESOLVE}_F(\text{CNF}_{\text{input}}, \text{chromosome})$
20: $\text{CNF} \leftarrow \text{CNF}_{\text{input}}$
21: for all clauses of $\text{CNF}$ do
22: \[ \text{for all literals do} \]
23: resolve $f'_i$s in terms of its corresponding $x'_i$s
24: end for
25: end for
26: return $\text{CNF}$
27: end function

The next step is to reduce the CNF in order to minimize the computation overhead of the SAT solver. CNF reduction routine is shown in Algorithm 4. $\Psi$ denotes a CNF clause and $J$ denotes the number of CNF clauses. The reduction algorithm is based on the following rules.
Table 3.1: Resolution Rules for Some Common Gates

<table>
<thead>
<tr>
<th>Clause</th>
<th>Resulting Clause</th>
</tr>
</thead>
<tbody>
<tr>
<td>(AND(A,B) ∨ Y ∨ Z)</td>
<td>(A ∨ Y ∨ Z) ∧ (B ∨ Y ∨ Z)</td>
</tr>
<tr>
<td>(NAND(A,B) ∨ Y ∨ Z)</td>
<td>(¬A ∨ ¬B ∨ Y ∨ Z)</td>
</tr>
<tr>
<td>(AND(A,¬B) ∨ Y ∨ Z)</td>
<td>(A ∨ Y ∨ Z) ∧ (¬B ∨ Y ∨ Z)</td>
</tr>
<tr>
<td>(NAND(A,¬B) ∨ Y ∨ Z)</td>
<td>(¬A ∨ B ∨ Y ∨ Z)</td>
</tr>
<tr>
<td>(OR(A,B) ∨ Y ∨ Z)</td>
<td>(A ∨ B ∨ Y ∨ Z)</td>
</tr>
<tr>
<td>(NOR(A,B) ∨ Y ∨ Z)</td>
<td>(¬A ∨ Y ∨ Z) ∧ (¬B ∨ Y ∨ Z)</td>
</tr>
<tr>
<td>(XOR(A,B) ∨ Y ∨ Z)</td>
<td>(A ∨ B ∨ Y ∨ Z) ∧ (¬A ∨ ¬B ∨ Y ∨ Z)</td>
</tr>
<tr>
<td>(XNOR(A,B) ∨ Y ∨ Z)</td>
<td>(A ∨ ¬B ∨ Y ∨ Z) ∧ (¬A ∨ B ∨ Y ∨ Z)</td>
</tr>
</tbody>
</table>

1. All duplicate CNF clauses are removed.

2. Subset clauses are removed. For example, the clause \((x_1 ∨ x_2 ∨ x_3)\) is a subset of \((x_1 ∨ x_2)\) so it does not provide any new information as long as \((x_1 ∨ x_2)\) is present and thus can be safely removed.

3. Always true clauses are removed. For example, the clause \((x_1 ∨ x_2 ∨ ¬x_2)\) is always true and does not affect the overall behavior of the net CNF and thus can be safely removed.

It has been observed through our experimental results, presented in Chapter 4, that the CNF reduction algorithm significantly reduces the CNF size in most of the digital circuit evolution problems and thus significantly minimizes the SAT solver based scoring time.

### 3.2 Proposed SAT Solver

We need a SAT solver that can calculate the number of assignments for which the given CNF is unsatisfiable. It is to note that we are interested only in the number of unsatisfying assignments without specifically knowing them.

The proposed SAT solver algorithm is given in Algorithm 5. A clause is termed as unsatisfiable if and only if all of its literals are false. Let \(K\) denote the number of literals appearing in a given CNF clause. There is only one possible assignment of \(K\) variables
Algorithm 4 CNF Reduction

Input:
CNF: before reduction

Output:
CNF: in reduced form

1: for i=1 to J do
2:   if $\Psi_i$ is always true then
3:     Remove $\Psi_i$ from CNF
4:   else
5:     for k=i to J do
6:       if $\Psi_i \subset \Psi_k$ then
7:         Remove $\Psi_i$ from CNF
8:       else if $\Psi_k \subset \Psi_i$ then
9:         Remove $\Psi_k$ from CNF
10:      end if
11:   end for
12: end if
13: end for

for which a clause may be unsatisfiable. However, since the total number of inputs is $M$, which is greater than or equal to $K$, the upper bound on the total number of input variable assignments for which the given clause is unsatisfiable is $2^{M-K}$. The function WEIGHT, used on line 4 of Algorithm 5, accepts a CNF clause and calculates the number of its unsatisfying assignments by using its width, i.e., $K$. Each clause is unsatisfiable for a unique set of input assignments $i$ and let us denote this set as $\Phi_i$. For fitness scoring, we are interested to find the union of all $\Phi_i$'s as given in Equation (3.1).

$$\bigcup_{i=1}^{J} \Phi_i \tag{3.1}$$

Different clauses may share the same unsatisfiable input variable assignments and thus the above mentioned union must be treated like the problem of overlapping sets. Figure 3.1 provides the equation for tackling this problem using an example of three overlapping sets. In a similar way, the function OVERLAP_WEIGHT, used on line 5 of Algorithm 5, calculates the union of Equation 3.1 for any number of clauses.
Table 3.2: Fitness Calculation Example

<table>
<thead>
<tr>
<th>Target Function</th>
<th>$y_1 = x_1 \land x_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Candidate Circuit</td>
<td>![Candidate Circuit Diagram]</td>
</tr>
<tr>
<td>CNF Encoding</td>
<td>![CNF Encoding Diagram]</td>
</tr>
<tr>
<td>Encoded CNF</td>
<td>$(y_1 \lor f_1) \land (\neg y_1 \lor \neg f_1)$</td>
</tr>
<tr>
<td>$CNF_{input}$</td>
<td>$(x_1 \lor f_1) \land (x_2 \lor f_1) \land (\neg x_1 \lor \neg x_2 \lor \neg f_1)$</td>
</tr>
<tr>
<td>$CNF$</td>
<td>$(x_1 \lor x_2) \land (x_1 \lor x_2) \land (\neg x_1 \lor \neg x_2 \lor \neg x_2)$</td>
</tr>
<tr>
<td>$CNF$ after reduction</td>
<td>$(x_1 \lor x_2) \land (\neg x_1 \lor \neg x_2)$</td>
</tr>
<tr>
<td>Fitness Score</td>
<td>2</td>
</tr>
</tbody>
</table>

Figure 3.1: Three Overlapping Sets and their Union

$A \cup B \cup C = A + B + C - (A \cap B) - (A \cap C) - (B \cap C) + (A \cap B \cap C)$

We have used this net number of unsatisfying assignments as a measure of closeness (fitness score) between the target function and the chromosome. For illustration purposes, we present the whole fitness calculation process of a simple single gate circuit in Table 3.2.
Algorithm 5 Proposed SAT Solver

Input:
CNF: combined CNF of target function and chromosome

Output:
fitness score: measure of closeness between target function and chromosome

1: function SAT Solver(CNF)
2:     initialize score to zero
3:     for i=1 to J do
4:         weight ← WEIGHT(Φ_i, 1)
5:         overlap_weight ← OVERLAP WEIGHT(Φ_i, J)
6:         net_weight ← weight - overlap_weight
7:         score ← score + net_weight
8:     end for
9:     return score
10: end function

11: function OVERLAP WEIGHT(CL, J)
12:     pn ← 1
13:     for i=J-1 to 1 do
14:         tmp_pn ← CL ∨ Φ_i
15:             if tmp_pn is a valid clause then
16:                 sign_pn ← -1
17:                 pn ← pn + 1
18:         temp ← pn - 2
19:         for j=1 to temp and temp 0 do
20:             tmp_pn ← tmp_j ∨ Φ_i
21:                 if tmp_pn is a valid clause then
22:                     sign_pn ← -1 × sign_j
23:                 pn ← pn + 1
24:             end if
25:         end for
26:     end if
27: end for
28: for i=1 to pn-1 do
29:     overlap_weight ← overlap_weight + WEIGHT(tmp_i, sign_i)
30: end for
31: return overlap_weight
32: end function

33: function WEIGHT(Φ, sign)
34:     K ← number of literals in Φ
35:     weight ← 2^M - K
36:     return sign × weight
37: end function
Chapter 4

Experimental Results

We used the proposed method, described in previous chapters, to evolve circuits that exhibit the behaviour of adders, multipliers, multiplexers, even parity circuits, encoders, and a couple of LGSynth91 benchmarks. Moreover, we evolved the same circuits using state-of-the-art parallel simulation based CGP technique as discussed in Chapter 1, in order to compare the chromosome evaluation time of the two methods. The experimental results are obtained by implementing the proposed methodology using Visual C++ ver. 6 and running on an Intel Duo core 1.86 Ghz processor based machine using the following parameters: i) The digital circuit evolution process has access to a subset of all possible functions, i.e., \( \Gamma=6,7,10,12 \), described in Table 1.1, to simplify the evolution process. ii) A mutation rate \( \mu = 4\% \) is chosen as it is known to give better convergence, iii) The level back variable \( \ell \) is chosen to be equal to \( n_c \) in order to keep the search space larger.

In this chapter, we first present some of the evolved digital circuits using the proposed methodology. These circuits have been chosen because they highlight some unique characteristics of the proposed approach. Finally, we present a comparison table summarizing the mean evaluation times per chromosome for all the above mentioned circuits using conventional CGP and the proposed SAT-Based CGP for comparison purposes along with some discussions.

4.1 Full Adder

A full adder circuit has three inputs and two outputs. It provides the result of adding the three input bits as a sum and a carry bit in the output. We evolved the full adder circuit
using the conventional CGP [21] and the proposed SAT solving based CGP and the finally evolved circuits are given in Figures 4.1 and 4.2, respectively. Both circuits are structurally different but functionality wise they serve the same purpose, i.e, they behave as the full adder circuit. Interestingly, both the circuits are different from the full adder circuit that is usually found in the text books or are designed using the conventional design rules based technique. This clearly indicates the value that digital circuit evolution can bring to the conventional digital design. Interestingly, the full adder circuit obtained via the proposed technique is found to be more efficient than the one obtained via the conventional CGP in terms of both area and speed.

Figure 4.1: Full Adder obtained by Conventional CGP

Figure 4.2: Full Adder obtained by Proposed CGP

The conventional simulation based CGP technique took 998 generations and a mean evaluation time of 0.102 milliseconds per chromosome while the proposed SAT solving
based technique took 168 generations and a mean evaluation time of 0.035 milliseconds per chromosome. This difference clearly demonstrates the effectiveness of the proposed SAT based scoring mechanism.

### 4.2 8x1 Mux

An 8x1 Mux selects one of the eight inputs to be passed to the output depending upon the status of three select lines. Hence, it has 11 inputs and 1 output. The large number of inputs makes it susceptible to the heavy computation requirement in the case of conventional simulation based CGP. Figures 4.3 and 4.4 show the circuits of 8 line Mux evolved using the conventional simulation and the proposed SAT solving based CGP techniques, respectively.

![Figure 4.3: 8x1 Mux obtained by Conventional CGP](image)
In terms of computation time, the conventional simulation based CGP took about 850k generations and a mean evaluation time of 0.102 milliseconds per chromosome while the proposed SAT solving based technique took about 100k generations and a mean evaluation time of 0.035 milliseconds per chromosome. This difference is mainly due to the effectiveness of the proposed SAT solving based scoring method for circuits where the number of CNF clauses have a linear relationship with the number of inputs.

### 4.3 8 Bit Parity

The output of an 8 bit parity circuit is true if the number of ones in its input vector is odd. The CNF representation of parity circuits is known to be large and its size grows exponentially with the increase in the number of inputs. Figures 4.5 and 4.6 show the evolved circuits of 8 bit parity using the conventional simulation and the proposed SAT solving based CGP techniques, respectively.
In this case, the conventional simulation based CGP took about 36k generations and a mean evaluation time of 0.32 milliseconds per chromosome while the proposed SAT solving based technique took about 2k generations and a mean evaluation time of 0.7 milliseconds per chromosome. The proposed SAT solving based CGP took more time in the fitness calculation process than the conventional simulation based CGP technique mainly because of the larger CNF representation of the circuit (256 clauses).

4.3.1 LGSynth91 c17

c17 is an LGSynth91 benchmark circuit [54] with 5 inputs and 2 outputs. Figures 4.7 and 4.8 show the c17 circuits evolved using conventional simulation based CGP and our proposed SAT solving based CGP techniques, respectively.
The conventional simulation based CGP took about 29k generations and a mean evaluation time of 0.12 milliseconds per chromosome while the proposed SAT solving based technique took about 66k generations and the a evaluation time of 0.009 milliseconds per chromosome. We observed the maximum time gain for the c17 circuit and this is mainly due to the fact that it has a relatively low number (12) of CNF clauses in its CNF representation.
4.4 Discussions

The primary goal of presenting the above case studies was two-fold. Firstly, we wanted to illustrate the correctness of the proposed technique, i.e., it can evolve all kinds of circuits with the desired functionality. All the four examples demonstrate this point. The second purpose was to illustrate the effectiveness of the proposed technique in terms of fitness calculation time for cases where the number of CNF clauses does not grow exponentially with the number of inputs.

Apart from the above case studies, we evolved some other circuits and the results are summarized in Table 4.1. We chose all the major circuits that have been evolved using various digital circuit evolution techniques and the proposed technique was able to successfully evolve all of them. In terms of evolution time, it can be observed that the fitness calculation time is lower for most cases (the highlighted ones are the rest) when compared with the traditional CGP with parallel simulation, which is known to have the fastest evolution time so far [21]. The circuits for which the proposed technique did not perform well (the highlighted cases) are the ones in which the number of CNF clauses grows exponentially with the number of inputs. This restriction was kind of expected since such circuits are known to have problems with SAT solver based equivalence checking as well. In summary, the experimental results show that the proposed technique is able to evolve all kinds of digital circuits and improves the evolution time significantly for most of them as well.
Table 4.1: Mean Evaluation Time Per Chromosome for Conventional CGP $t_{cgp}$ and SAT-Based CGP $t_{mcgp}$

<table>
<thead>
<tr>
<th>Circuit</th>
<th>Number of Inputs</th>
<th>Number of Outputs</th>
<th>Minimized input CNF Clauses</th>
<th>$n_x \times n_y$</th>
<th>Mean Time per Chromosome</th>
<th>Time Gain</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$t_{cgp}$ ms</td>
<td>$t_{mcgp}$ ms</td>
</tr>
<tr>
<td>Full Adder</td>
<td>3</td>
<td>2</td>
<td>14</td>
<td>1x10</td>
<td>0.102</td>
<td>0.035</td>
</tr>
<tr>
<td>3 Bit Adder</td>
<td>7</td>
<td>4</td>
<td>48</td>
<td>1x25</td>
<td>0.21</td>
<td>0.53</td>
</tr>
<tr>
<td>2x2 Multiplier</td>
<td>4</td>
<td>4</td>
<td>22</td>
<td>1x10</td>
<td>0.12</td>
<td>0.035</td>
</tr>
<tr>
<td>3x3 Multiplier</td>
<td>6</td>
<td>6</td>
<td>102</td>
<td>1x40</td>
<td>0.15</td>
<td>2.2</td>
</tr>
<tr>
<td>Parity 5</td>
<td>5</td>
<td>1</td>
<td>32</td>
<td>1x12</td>
<td>0.115</td>
<td>0.018</td>
</tr>
<tr>
<td>Parity 6</td>
<td>6</td>
<td>1</td>
<td>64</td>
<td>1x15</td>
<td>0.15</td>
<td>0.22</td>
</tr>
<tr>
<td>Parity 8</td>
<td>8</td>
<td>1</td>
<td>256</td>
<td>1x20</td>
<td>0.32</td>
<td>0.7</td>
</tr>
<tr>
<td>4x2 Encoder</td>
<td>4</td>
<td>2</td>
<td>8</td>
<td>1x15</td>
<td>0.095</td>
<td>0.018</td>
</tr>
<tr>
<td>8x2 Encoder</td>
<td>8</td>
<td>2</td>
<td>24</td>
<td>1x20</td>
<td>0.35</td>
<td>0.06</td>
</tr>
<tr>
<td>2x1 Mux</td>
<td>3</td>
<td>1</td>
<td>4</td>
<td>1x10</td>
<td>0.11</td>
<td>0.017</td>
</tr>
<tr>
<td>4x1 Mux</td>
<td>6</td>
<td>1</td>
<td>8</td>
<td>1x15</td>
<td>0.17</td>
<td>0.072</td>
</tr>
<tr>
<td>8x1 Mux</td>
<td>11</td>
<td>1</td>
<td>16</td>
<td>1x30</td>
<td>1.06</td>
<td>0.41</td>
</tr>
<tr>
<td>Lgsynth91 c17</td>
<td>5</td>
<td>2</td>
<td>12</td>
<td>1x13</td>
<td>0.12</td>
<td>0.009</td>
</tr>
<tr>
<td>Lgsynth91 majority</td>
<td>5</td>
<td>1</td>
<td>11</td>
<td>1x15</td>
<td>0.094</td>
<td>0.016</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>16 line MUX and 16 Decoder 10000 chromosome run</th>
</tr>
</thead>
<tbody>
<tr>
<td>16x1 MUX</td>
</tr>
<tr>
<td>16x4 Encoder</td>
</tr>
</tbody>
</table>
Chapter 5

Conclusions

This thesis presents a novel digital circuit evolution approach based on the principles of SAT solving. The main idea is to leverage upon the computational efficiency of SAT solvers to expedite the process of fitness scoring, which is traditionally done using exhaustive simulations. We proposed a CGP based digital circuit evolution technique where the equivalence problem of the target function and the given chromosome is represented in terms of a CNF and then the number of input assignments for which this CNF is unsatisfiable is found using SAT solving algorithms. This number is used to judge the fitness of the chromosomes and the digital circuit evolution is carried out using the traditional genetic algorithm based approach. We implemented the proposed methodology in C++. The experimental results illustrate the effectiveness of the proposed approach as we are able to correctly evolve all the state-of-the-art evolved digital circuits. Moreover, using the proposed approach, significant reduction in evolution time was observed for circuits in which the number of CNF clauses is a linear function of the number of inputs.

To the best of our knowledge, SAT-based method has never been used in the domain of digital circuit evolution to measure the degree of closeness between two circuits. Thus, this thesis opens the doors to a new area of research in both of these domains. The proposed idea pushes the boundaries of digital circuit evolution and thus can be used to evolve more complex digital circuits in terms of gate count and inputs. Whereas, smarter fitness scoring criterion than the ones reported in this thesis can be explored by the SAT solving community to further reduce the computational times and optimize the evolved circuits. Finding a smarter CNF conversion that results in a more compact CNF representation will help to improve the time efficiency proposed methodology. A worth investigation direction
in this regard would be to use SMT solvers \cite{50} instead of SAT solvers for fitness scoring. The current methods are limited to combinational digital circuits, so in future we would look to find ways to evolve sequential circuits using evolutionary approach.
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