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ABSTRACT

Single clock distribution over a large high performance chip can be very challenging due to
clock skew and wiring delays. It can also be more prone to the environmental and proeess non
idealities. This led to the evolution of globally asynchronous andlly synchronous (GALS)
systems in deep sub micron (DSM) technology. In GALS, mostly bundled data protocols which
are based on the handshake mechanisms, are used for the data transfer. But these protocols rely
on the timing assumptions between handslisidpeals and data values that can cause the timing
closure problems, which poses strict constraints in systeohip (SoC) design with intellectual
properties (IPs) in multiple clock domains (MCD). Secondly, delay insensitive (DI) protocols
can also be uskein GALS. In delay insensitive (DI) protocols control signals are embedded
within the data signals for the elimination of timing requirements. Leveraging the less stringent
timing requirements of quasi delay insensitive (QDI) designs (compared to ogheh@sous
protocols), this work proposed GALS design templates to utilize the DI protdeadshardware
templates have been proposed to facilitate the use of GALS system in a conventional digital
design flow with minimal intervention to IP modules. Fitstnplate uses-&f-N data encoding
asynchronous interface for i) RTZ (Return to Zero) and ii) ST (Single Track) handshaking
schemes. Second template uses dual rail data encoding asynchronous interface. Three different
asynchronous interfaces i.e., GAsPlglially Asynchronous Port), STFB (Single Track Full
Buffer) and RSDL (Reduced Stack Dual Lock) have been used in two proposed templates to
provide proof of concept. Modifications for three different quasi delay insensitive (QDI) based
asynchronous designfor adaptation in proposed GALS designs have been suggested,
implemented and verified. Designs are simulated over the different frequencies to perform the
data transactions across multiple clock domains. Power, energy and latency have been measured
to showthat under which context a particular QDI design should be chosen. Corner case analyses
for each of design have also been performed with power and energy metrics measurement for
process variation effects and anomalies.

Furthermore, 3D technology is beoimg more popular due to increasingly improved design
density and performance. It has shown easiness in design by introducing modular approach over
different tiers. Proposed QDI based GALS designs have also been investigated feb the 3
environment, partidarly for the case of each tier with its own communicating frequency.
Another technique, self test self synchronization (STSS) circuit based loosely synchronous
technique is also incorporated iFfD8IC. Both of the designs have been evaluated and analyzed
against the different challenges and limitations-&f BCs. Performance matrices of two designs

i.e. QDI based GALS and STSS based loosely synchronous interface are measured. It is found
that QDI based GALS design poses more time for a data transasti@onapared to its
counterpart but no erroneous operation under different conditions. It also eliminates the
requirement of global clock. However, loosely asynchronous interface offers minimum timing
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for operation but it can malfunction in different sceasri Guidelines for designers about
different parameters of these two designs have been provided for various contexts.
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CHAPTER 1
INTRODUCTION

This chapter introduces some preliminaries required to understand the thesis wtik. In
beginning digital circuitsand their types are introduced. Then baseddagital circuit types,
GALS domain is introduced. In laptart of this chapter3 dimensional integrated circuits-[3
ICs) are described, to understand the GALS incorporatior3bt ICs.

1.1Digital Circuit s:

Unlike the analog circuits which has an instantaneous respamsans at eactime step
response is considered, digital circuits has only two states based on which they are designed.
These two states are one areta Two states are also sotimaes referred as logic levels.
Usually logic one level corresponds smmehigh voltage i.e. 3v or 5v and logic zero level
represents lower voltage i.e. @ shown in Figl.1l. At a particular instantcircuit response
would be eithezero or one, there is no third stadtegeneral, these circuits are always switching
between two binary level® or 1)

Levell

LevelO

Figure 1.1: Binary logic levels: A base of digital circuit operation

Initially, only analog circuits weren use in electrical engineeringpplications. Analog
circuits ae based on direct simulations of circuits based upon some physical paraietees.
physical parameters can be current or voltage varyingtbeg¢ime. Later on with th evolution
of electronicswhensmall signals used to control the giant structures, these time varying signals
guantized over two different logic levels (Figl). A voltage level is defined between maximum
and minimum possibleoltage. f incoming respase or voltage is above than defined level, then
it is assigned to level 1 and to level O in cdsi is lower thanthe defined level.Suchsort of
circuits whose operation is between two logare termed as digital circuits.

Practically,digital circuitshave found various applications in our life from personal computer
to hand held counter device. Applications are not limited to personalmmsga structure of
control systems communications and computation are also based upon digital cirquits. |
industry analog signals are first converted into digital signals and then digital signals
information is used to process or monitor the operations.

Digital systems hee advantages in terms powersaving, modularity and performance over
their counterpart analogue systefd$. In digital systems, scheduling tiie different tasks is
based upon some common signal that is named as clock signal. Clodkisigoanected to
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every part ofthe whole sysem and timings are always set accordingltzk signal It provides
common notion of time throughout the system. However, sometingsad of using clock
signal some other mechanism like handshake between circualsosised to carry out the
information exchange across digital circuifShis communication of digital systems provides
some relief against the problenfacead in clock baseddigital systems. That isvhy; digital
circuits are divided into two different clesof circuits which are described in next section.

1.2 Classification of Digital Circuits:

Based upon mechanism of communication digital circuit use for data exchange between
different modules or circuits, they have been classified into two different catefgjriedich
are as;

0 Synchronous circuits
U Asynchronous circuits

1.2.1 SynchronousCircuits:

In synchronous circuitgll the circuit elements are synchronized on a single clock frequency.
Changes in circuit signals are basedtlo&changein logic level of clock signal.How fast a
circuit is? It can be estimated througiee frequencyof clock signal over which circuit is
designed to operate. Various parameters need to be taken care of while designing the circuit. A
circuit cannot operate at any frequenbkyideal case, output should come at sanstant when
an input is applied. blvewer there are some components involved from input to outpese
componentsequired some time for their operatjso it takes some time to change the output
when an input signal is changédormally, an analysis is performed from input to output paths,
the longest path in term of time consumption is termed as critical path. This path is further
optimized to improve circuit timing.

As mentionedearlier, synchronous circuit performs taséiscording to theslock signal. So
each circuit element is linked tglobal cock signal. To guarantee the correct operatitmtk
signal should reach at same time to each element. H3}depology is usually used as for
uniform clock distributionwithout any delay. However, sometime clock siggets delay and
thisdelayis termed as clock skewdeally clock skew should be zero.

1.2.2AsynchronousCircuits:

Single clock distribution to whole complex of circuit can be very challenging.nStead of
using clock signal to synchronize tasks, circuits can also betegdrased on handshake signals.
Circuits that performhandshaking before data exchange are known as asynchronous circuits.
There are two handshake mechanisms on which circuits can be dddigned

A. 4-Phase Handshake:

In 4-phase handshake sender pghtsrequest (Rq) signal high and in responszeiver puts
ACK (acknowledgement) signal higBender sends the data, receiver after getting this data put
ACK signal low. In last sender also puts request signal low and one data transaction is
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completed.This operation can be illustrated with the help of Hig. This handshaking is also
known as return to zero (RTZ2).

B. 2-Phase Handshake:

In 2-phase handshake mechanismtead of wasting time and energy in returning to logic
level zerg events are definedn request and acknowledgement signals. Although this type of
handshaking is efficient as compared to other type but it is complex in implementation.

REQUEST R

S gl =
N ACKNOWLEDGE| C
D [ El
E DATA | v
R n E
R

Figure 1.2: Asynchronous handshaking mechanisms for data transfer

1.3 Globally Asynchronous and Locally Synchronous (GALS):

Scaling of processing technologies reduces logic delays, but interconnects are not following
the same trendfs]. Hence, the integrated circuit designs in modern deeprscton (DSM)
technologies havdecome very communicatiezentric [5]. Furthermore, to reduce tirte-
market in DSM technologies, it is desirable to integrate several IP (intellectual property) modules
in a systeron-chip (SoC). Due to different clocking requirements of these IP's, S0€s
usually divided into multiple clock domains (MCDs). Although such technique saves time by not
redesigning of IP modules, but it leads to a strict requirement of mechanisms that can allow safe
inte-module communication to overcome clock timing comnstsawithout making (or making
little) intervention in the IP modules. Because IP modules, in MCDs of a SoC, are mutually
asynchronous, therefore the required imedule communication techniques should be able to
overcome this timing anomaly. Consequgnthis leads to a paradigm shift from the globally
synchronous design to globally asynchronous locally synchronous (GRs&)ng6].

In short, advantages of both design circuit techniques i.e. synchronous and asynchronous are
exploitedand disadvantages are avoid€\LS consists of asynchronous wrappers surrounding
the synchronous modules to perform inteodule communication.Synchronous module
operation is based onsingle clockfrequency independent of other modules. Communication
these modules to each other follows handsma&ehanisms as describedSection 1.2 GALS
designs have been popular to the researchers in the last decade due to their potgrdia&iow
consumption$7] [8].

Fig. 1.3 is illustration of a GALS systemwhere whole system is divided into various
functional blockslt is just like system on chip (SoC) where divide and conquer approach is used
to breakdown system into modules. Here (Eig), each module has its own operation frequency

18



based on standard synchronous methodology. Module communication is carried out through
asynchronous wrappers. Modules are synchronized to local clocks and globally system is
asynchronous.e.,, not setto a single clock signal and handshake communicataioss
synchronous blocks

Gobaly —— ] Synchronous
Awnchron%nus B :|> B Block (SB)
i
Locally /
Synchronous B =B
Asynchronous

Wrappers/ Interface
Figure 1.3: Globally asynchronous locally synchronou§$GALS) architecture

1.4 3-Dimensional Integrated Circuits:

About inthetime of two yearsnumber ofthe transistors becomes doulaecording to Moore
law [9]. In order to meet the requirement of Moore law iscatechnologies hee improved at
much extent. Now3-D IC technology has recently emerged as a solutiastalethe number of
the transistors andb the interconnect bandwidth bottleneck in conventior@l IZs. Instead of
thelogic implementation in horizontal direction, wadare diced and stacked together vertically.
The multilayer structure in B IC provide advantages in terms of reduced vémgth, less
delay, low power consumptions and improved performance density over their countelpart 2
ICs [10]. Each storey of ® IC can have its own logic or module. Figd shows a concept of 3

D IC-
1 ller 1 ;:

/ DSPI%
L AZ——"7
| dlier2

| Jliler3

E R Fanalog blocg

LEer

Figure 1.4:3-D IC: A conceptual illustration
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It is foreseen that different loglayers in 3D ICs require some intdogic layer
communication methodology, this requires an especial interconned ilC8 called as through
silicon via (TSV)[11], which passes through thelstrate and carry electrical signals across the
multiple tiers. It is a promising technology foiBIC integration. However, TSVs are vulnerable
to fracture Fig. 1.5 shows usef TSVsacross multiple tiers of-B IC to transfer the data.

Due to TSV vinerability and other nordealities in 3D ICs (such as rise in temperature,
unavailability of heat sinks for middle tienster and intradie process variations) single global
clock based design presents severe challentigs Also, 3-D ICs may contain dices from
different vendors leading to the heterogeneous sysfEnesefore, 3D ICs may resort to either
individual layers having separate clocks or may have a global but looselycekepensated
clock distribution network. This leadto redization of globally asynchronous and locally
synchronous (GALS) system&d in 3-D ICs. These solutions require clock domain crossing
(CDC) techniques for intdogic-layer communication. Sequence of various die operations also
needs a careful timing awyais for TSV failure cases. Otherwise it can lead towards
malfunctioning or erroneous operation due torokencommunication protocol.

=
iE:
e |

r/ -
lier 2

ANEERN{

Figure 1.5: TSVs: An interconnect in 3D ICs structure

1.5 Problem Statement:

Most of the work related tthe GALS is based upon the utilization die bundled data
protocols, quasi delay insensitive protocols (QDI) have been explored up to very limited extent.
Work done so for, is for some particular purpose or application. Se thereed to desigthe
GALS templates that can have much improved performance and flexibility along the utilization
of QDI protocols to exclude the timing requirements and interdependency of data of control
signals.
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Design and implementation ofgmasidelay insensitivéQDI) based
GALS templates to support the different data encodamgkvarious
asynchronous interfaces

Main aim of this work is to presenthe GALS templates that use DI codes to improve the
throughput, power and performance. Main GALS style adopted is pausible clocking, triggered by
synchronous modules to avoid any metastability problems. FlexibililyedbALS templates is

also kept in mind, & that a single GALS template can be used with various asynchronous
interfaces with no or minimal modifications.

1.6 Proposed Solution:

As stated earlier, most of the wodloneis utilizing the bundled datarotocols which posthe
problems in synchronization and tastability of the control signal So, inthe proposed
solution, the DI codes have been used to exclude the timing assumptions and synchronization
problems. The clock domain crossing (CDC), to reuse the intellgutopérty (IP) modulesis
exploited by utilizing the GALS templates.

In order to savéhetime to market, flexibility and optimization of GALS templates is kept in
mind. Hence, various asynchronous interfasgh minimal modificationsare utilized to pove
the adaptability of our plausible clocking base GALS templates.

In short, the plausible clocking base GALS system have been propbi$eshg delay
insensitive (DI) protocol to perform the clock domain crossing communications. -Dh&C3
having nultiple clock domains with proposed GAls§stem incorporateds also considered.

1.7 ThesisContribution & Organization:

This thesis presents two novel GALS templates for clock domain crd€3g@) and therthe
incorporation of these templates inteD3ICs. Various challenges and limitations have been
discussed and verified through electrical simulatidfesin contribution of thesis work is as;

U Proposing two GALS templates for multiple clock domains along their architectnde
various essential element

U Proof of flexibility of proposed templates by introducing minimal changes in existing
asynchronous interfaces and then using them for new templates.

U Incorporation of the GALS templates ito 3-D ICs, and various analysisand
measuremestwith respect tahe TSVs and their limitatios

U Introduction of already existing loosely synchronous techniqueDnl@ environment
andextensive timingnalysisand estimatiorf the both CDC techniques, I.&ALS and
loosely synchronous

U Electrical simulations ofthe GALS templates in D and in 3D environment according
to thesignal sequence and protocol.
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Rest of thesis work is organized as follows:

i

Chapter 2 presents literature review of various asynchronous interface and GALS
classification, along their main contributions and features. Relevant materid) ¢€8

and clock distribution and TSVs have been also provided.

Chapter 3contains dwiled architectureof the two proposed GALS templates with
comprehensive descriptiomf sequence ofthe signals, protocols and operation.
Asynchronousdnterfaces that can be used in these templates dlasdeen highlighted

with required modification.

Chapter 4oresents simulation results of proposed GALS templates with the measurement
of performance indicators.

Chapter5 describesncorporation of these templatasd a loosely synchronous technique

for clock domain crossing in-B IC. Several challenges abotite TSVs have been
discussed and analyzed in detail.

Extensive timing analysis mentioned in Chapter 6, in case a TSV fails.

Simulation results and various measurements of proposed and analyzed veobledra
reportedn Chapter?.

Finally, Chapter 8 concludes the thesiduture directios and guidelines have been
provided to continue the reseatomear future
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CHAPTER 2
LITERATURE REVIEW

Chapter 2 focuses on the review of existing GAk&hniques based on different clock domain
crossing mechanisms and communications protocols. Besides GALS, this chapter also mentions
some prior research work in the domain dD 3Cs. Review in D IC domain done patrticularly

for the TSVs, clock distrition network topologies and other challenges faced during the
incorporation of existing GALS techniques int®3Cs.

2.1 GALS Classification:

One single clock signal distribution to a system which has multiple logic modules and blocks
can be very difficult. So, several GALS communication mechan[44is[15] [16] [17] have
been proposed to perform the clock domain cross talking. Each mechasisntinely different
methods to transfer the data for inter module communication, while the modules are being
operated at different clock frequencies. Based upon the literature sufi@h{9] [20] [21]
[22], GALS can be broadlgiivided into three maitypes[23], as shown in Fig2.1.

GALS DESIG
TEHNIQUES

v

Loosely
Synchronous

v

First In First
Out (FIFO)

PausibleClocks

7

Plesiochronou

Mesochronous Hetrochronous

v v

Figure 2.1: GALS classification [23] based on principle of communicating mechanism

In pausible clocking24], each module has its own clock which is generated locally. Various
intellectual property (IP) blocks can be joined together using plausible clocking method. Usually
clocks are generated through the ring oscillators. When the data transfer between twasblock
started, clock signal of each block is paused and resumed after the successful data transfer. This
type of GALS can be used for communication of modules having any frequency of operation. As
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clock is paused during the data transfer, so it avoids #tastabilityproblem [25].However,
this technique can have varying jitter [26] from cycle to cycle. This jitter could be amplified and
hence, resulting in the cut of timing margins required for the completion of operation.

First in first out (FIFO)27] is another type which is sometime also referred as asynchronous
interface. It uses some special circuits known as synchronizers. Module which needs to send data
places data in FIFO and receiving module reads the data from that FIFO. It is more suitable fo
systems which has to operate on lower frequency or can tolerate higher latency. However, it
cannot be used for high speed communications or where higher thuaughequired. Another
major problem with this approach is use of syratizers, sometimesynchronizers behavie
much different way, than the way they are considered, while designing.

Third is the loosely synchronoy23] based GALS systems, it is the special type in which
relationship between the communicating frequencies is exploitederd i some relationship
found i.e., multiple frequencies, then hardware involved can be optimized more as compared to
former GALS types. On the other side, this type is less supportive if some changes in the system
operation are made. Usually, it requikesy detailed timing analysis to know the size of buffer
involved, but CAD flow does not support this. Extensive timing analysis is required to verify the
frequencies releationship. This category in further subdivide into three types based upon relation
in communicating frequencies.

MasochronoustUnknown but a stable phase difference in communicating frequencies.
HetrochronousDue to the drifting phase minor difference in communicating frequencies.
PlesiochronousbDifferent frequencies but multiple of daother.

A comparison of the three basic GALS types can also be done based on different parameter
like latency, throughput and hardware overhead. Table 2.1 present a GALS comparative analysis
[28] along their advantages and disadvantadgeklitional hardwee requirement against each
type is also mentioned.

Table 2.1: GALS types: A comparative analysis

Parameter Pausible Clocking FIFO Loosely Synchronous
Area Overhead Low Medium to High Low

Latency Low High Medium
Throughput Lowers arzt(;IOCk paus Low Medium
Power consumption Low High Medium
Additional Cells Dealy line, Muller C Empty/Full Flags Muller C

Advantages No metastability Simple solutions Low overhead

Disadvantages Local Cl(.)Ck Area overhead, low Intense verification
generation latency

24



It can be observed inable 2.1, that FIFO is worst for area overhead, latency, throughput and
power consumption, while plausible is relatively better in these parameters as compared to
loosely synchronous methodology. FIFO requires a mechanism for emgtyut flag for
indication of data presence in FIFO. Pausible clocking may require a delay line to meet the
timing margins, however it has disadvantage that every modules needs its own clock generation.
Wheread=IFO has simple solution without local clogkneration. Loosely synchronous requires
a lot of timing verification to ensure the correct operation under process non idealities scenarios.

2.2 GALS Practical Implementations:

In [29] plausible clocking technique has been used to interface the IP cores operating at very
high speed. Sending IP core operating frequency is about 2.8 MHz while the receiving side has a
frequency of about 1.5 MHz. This shows that this work is well suitedsystem which are
operating at frequencies of MHz. There is no clock pausing at the receiver side only sender clock
pauses, as sender is operating at higher frequency as compared to the receiver side. Handshake
protocols used to initiate and terminate tlemmunication. Correctness of operation is well
tested using different ranges of temperature and all four process variations.

An asynchronous wrapp¢B0] based upon delay insensitivity in data has been presented.
Handshaking between the sender and theeiver utilized for communications. Main
contribution in this work, is to eliminate the acknowledgement wire by using single track
handshaking and introducing minimal changes. Performance of this wrapper is comparable to
that of bundled data based commattiiens.

To increase the resistance against the cryptographic hardware, ACACIf3thipased on
GALS plausible clocking methodology is designed. As clock pauses during the data transfer so it
creates the difficulties for the side attacker to trace oupdesr consumption of chip and then
utilize the power consumption pattern to extract the information. However, the power
consumption of this chip still need to be improved and throughput as well.

Another telecom baseband circuit named FAU®]] is designd usingFIFO approachlt is
used for & generation carrier division for multiple accesses (CDMA). It provided to gateways:
one, a successful adaptation of network on chip (NoC) using GALS and other is to high quality
of service (QoS)However this circdican be optimized furthdyy introducing energy savings at
system level. Further CAD tool support is also needed to improve timing analysis.

IHP microelectronics has also developed a procg88jrusing GALS approach (plausible
clocking style). This processor can operate at frequency up to 80MHz, while performing
successful information exchange. An overview of above three hardware systems is presented in
Table 2.2, where area, process and GALS desigtyle have been mentioned along vendor and
operational frequency.
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Table 2.2: GALS based designed Hardware [34Jomparison

Feature ACACIA FAUST IHP Baseband Processo
Designed by ETHZ CEA-LETI IHP Microlelectronics
Process (nm) 250 130 250
Area(mnr) 1.1 80 45

Frequency (MHz) 80-200 160-250 20-80
GALS Style Pausible Clock FIFO Pausible Clock

Researchers have also implemented and compared the synchronous and GALS[8&tsybns
same system to highlight, the pros and cons of the both approachgs],Irboth fully
synchronous and GALS versions of an acoustic digital signal processor (ADSP) are presented.
Table 2.3 presents some important feature of both processors.

Table 2.3:Special features of same fully synchronous and GALS based ADSP

Parameter Fully Sync. ADSP | GALS ADSP
Core Ultilization 95% 95%
Sampling Speed 4kHz 4kHz
Micro-controller Speed 1.8 MHz 1.8MHz
Power Dissipation 334pW 173pwW
No. of Leaf Cells 28,291 28,739

It can observed that for first three parameters both approaches have same performance values
but power dissipation wise GALS based ADSP is way than synchronous design. However, fully
synchronized processor is marginally better in hardware cells usezimpared to counterpart.

Recently[36] a GALS wrapper is developed that uses no handshaking and design style is
based upon the FIFO concept. It has about 75% decreased latency than other state of art
wrappers. It is tested for the case where jitter is added through the noise. However, there are
somethings that are ignored while designing such as requirement of setup and hd7{inte
works well for the fast receiver but does not work for fast transmitter blocks. It needs further
testing under scenarios where different process variations caeffiasts on operation.

2.3 Communication Protocols:

Certain protocols need to be followed while asynchronously communicating or exchanging
the data across synchronous modules. Different GALS wrappers can be classified into two main
categories based onetiprotocols and sequence used.

U Bundled data protocol
U Quasi delay insensitive protocol (QDI)
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2.3.1 Bundled data protocol:

In bundled data protocols, request and acknowledgement signal are bundled with data signals.
It showsthe improvementas compared to the €lement and standard cell based des[§8%
[39]. On the other handsuch circuits are prone to timing closure problem, which arises due to
interdependent timing of data and control sigifdg [41].

2.3.2 Quasi delay insensitiverotocol (QDI):

In QDI protocol timing assumptions are excluded except finite logical delays. Control of the
operation depends on sequence of the data sigalsprotocol is so far mostly focused on
asynchronous circuits only. Quasi delay insensitive Ij@btocol based interfaces is free from
the timing mismatch problespnas request signal(s) is (are) embedded in data. However, the
hardware complexity increases as we move into more sophestic@Dl data encoding
mechanismg42]. Recently QDI interfacenas shown promise in terms of performance and
energy improvement for GALBI3] [44].

In QDI data encoded asynchronous interfacing scheledata encoding are used. DI data
codes are just like simple codes which do not contain any other codes in therssetlrey can
be received without any ambiguifg5]. Although, there are a lot of other encoding schemes but
two of them are extensively used in @hip communications, due to their low hardware
complexityin encoding and decoding-of-N and dual rai[42].

One of- N data encoding schemelike one hot or cold encodinig which only one bit is
assertedat a time out of N bitsransmitted Sometimes, it is also used as other way roued
one cold encoding which is one bit l@ava time out of N b Table 2.4 shows-df-4 encoding
schemeas an examplésenerally, it requires a lgfN)-to-N decoder for encoding at the sender
end, and similarly, No-logx(N) encoder for the decoding at the receiver side. Here, N is the
number of wires in the systeand log(N) is the number of bits per transaction. FeofIN
encoding the number of wires increases exponentially with the number of bits transmitted per
data transaction.

Table 2.4 One-of-4 encoding scheme

Two-bit value | X[0] | X[1] | X[2] | X[3]
00 1 0] 0] O
01 o | 1| 0] o
10 o | o 1o
11 o | o o 1

Dual Rail encoding requires two signals to encode eacBdetimes it is also referred as 1
of-2 encoding. This scheme requires 2*lgl@N) wires for transmitting logN) bits per
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transaction. For logN) higher than 2 (i.e, more than two bits per transact)p dual rail
encoding requires fewawires for transmitting the same information, compared-uaj-il data
encoding. Bble 2.5shows one possible combination for dual rail encoding. The choice of DI
codes depads on various factors which can vary from case to case. Data encoding and decoding
should be simple and effamt. It should be noted that libgo(N) < = 2 (i.e. two bits per
transaction), the dual rail andof-N data encoding schemes require sa@e number of wires.
Thesecodes are extremely helpful whifgartitioning a design. A procsisg instruction, for
example,may be split into oqgode and operandk.is very convenient to split a code word if
the code can be decomposed into sevesdid code words, which is exactly the case for the
dual rail code for all partitions and for thedf-4 data encoding for partitions down to a quarter
byte[42].

Table 2.5:Dual rail encoding

Bit value | X[0] | X[1]
0 1 0
1 0 1

Another type of DI code that is efficient in terms of number of bits required-ag-m
encoding. However, it is more complex to encode and decode the values as a lot of extra
hardware is require@l6] as compared to encoding and decoding-of-N code However, in m
of-n encoding, m number of bits are used to represent a,@aldeat a time only n bits are high.

In this way, *of-N encoding is &pecial case of fof-n encoding in which only one bit is high;

m-of-n encoding providesr?C possible values that can be used to encode a data[#6Ju®ne
possible combination of-@f-5 encoding is presesd here as an example iatlle 2.6

Table 2.6:m-of-n encoding (An example)

Digit 2-of-5 encoding
0 1 1 0|0 0
1 1 0 1|0 0
2 1 0 0|1 0
3 1 0 0|0 1

2.4 Asynchronous Channels:
Asynchronous channels can be categorized into four different main catgg@iiesn the
base of communication initiation, sequence, termination and transfer of data using control
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signals GALS based design usually uses anyone of asynchronous channels showr2.ig Eg.
transfer the data across éifént clock domains. The details of these channelprréaded

below:

ii)

Push Channel:The sender initiatethe data request for communicatioBased on
this action the eceiver responds (Fig2.2(a)) to the requessignal through the
acknowledgement signal indicating whether it is ready to receive data or not.

Pull Channel: The request initiation is done bthe receiver rather than sender as
shown in Fig.2.2(b) that is whyt is called as push channélhe eceiver request for
data is responded through assertion of data signal aacknowledgement signal.

Non-put Channel: No data transfer takes place in swttannels (Fig2.2(c)). Sole
purpose of such channels is synchronizati8ender sends the request and the
receiver acknowledges the request.

Bi-put Channel: This channel allows bidirectional communications of data once
communication is established thrduthe exchange of control signalsglire 2.2(d)
illustrates this kind of communication where request is initiated by one of the module.
Once acknowledgement is asserted then either module may send or receive the data at
different port

S REQUEST I; s | REQUEST I;
g | ACKNOWLEDGE| C '; ACKNOWLEDGE | C
E El E 7| El
DATA Vv DATA v
R - R -
n E n E
R R
a) Push Channel b) Pull Channel
s REQUEST R s REQUEST R
N 1 E N | E
D ACKNOWLEDGE ¢ D | ACKNOWLEDGE| cC
A El A El
E E DATA
R \ R n o V
E - E
R DATA ~ N R
¢) No-put channel d) Bi-put Channel

Figure 2.2: Asynchronous channels for communication in GALS
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253D IC:

3-D IC has vertically stacked logic layers as described in Chapter 1, this structure has multiple
benefits i.e., more logic design space and betiermurication [48]. Vertical structure of D IC
is joined by using through silicon vias (TSV). These TSVs provides an easy way to communicate
with different level dieFig. 1.5is a conceptual illustration of TSVs between two different tiers.
Here,tshowsFig.2.3)associ ated “~[4%dfEWt ri cal model

Crsvi2

i

Rrsv

Lrev
Crovi2

L

Figure 2.3: Electrical model of TSV

However, TSVs are vulnerabl e ttobrebkdawd30ur e t h
Such defects may leave many dices cut off from other dic®¢.can fail; a backup mechanism
is needed to maintain the effective intke communication. Otherwise many dies in-8 3C
will be cut off from other dies due to non availability of secondarijon. Therefore, it has
become essential to introduce some sort of mechanism which can allocate a reativgt8]in
case a TSV breaks up. Mbstintroduction of redundant TSVs along normal path is done to
provide alternate path. Although redundarnthpalocation works for TSV vulnerability but each
allocation of redundant scheme has limited number of faults that it can t¢trhte

Beside the TSV there are some other problems thatlsmaddressed in-® ICs. TSV is the
main technology used i-D ICs for tiers connectivity. Howeve, SV [52] introduces the
thermal differencémismatch acrosthe different TSVs. The effect of thermal mismatelffects
the performance of other components in circuits, tansistors, diodes. This thermal misnmatc
is introduced from thermal eefficient difference of copper and silicon bilk surrounding the
metals. This further slows down carrier mobilityTSVs

3D ICs havethermal issue$53] due tothe new physical design. Sometimesjchthermal
problems havesevere effects on performance parameters. So thermsmbrgaintroduced to
lower the thermal resistance of chip. Main point is to theemal viasat the place where they
can have significant impact. This wofk3] proposes an analysis for thermal viagdment to
control effective conductivities.

Manufacturing process variatiofs4] have effects on the circuit performandenalytical
models and empirical evaluations have been used to show the effects on clock frequency and
thermal management. Insteafitbe fabrication ofall the dies during fabrication process. First,
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each die must be fabricated separate and then testedth&ftest decision should be made that
which die order should be followed to minimize the process variations effects.

Problems[55] in 3D ICs like system level design and physical design need to be fo&iSed.
IC needs more customized standard cell place and route algorithms. Although, total wire length
is mostly local but it needs some sort of optimization. Similarly, at aotbhred design
placement should be linked to the thermal analysis to re#fieghermal effects besides
performance and power parameters.

Among various challenges to the 3D ICs the main and critical challenge is effective testing of
chip [56]. Successfultesting is required at each tier after fabrication but before stacking.
Similarly, after stacking test is also inevitable to minimize the manufacturing defects. Passive
silicon interposer that may be a reducing factor of performance should be testextincaitky.

Global or single clock distribution in-B is more challenging, usually-tiee is used to
distribute clock for each domain and applied statistiwadiel [57]to minimize skew effects. 3D
ICs with multiple clock domains have clock skew problérhis issue mainly arises frothe
inter and intra die process variations and different clock dawaasignment. A statistical based
skew model[57] is presented to minimize these effects. As far as multiple clock domain is
concerneda straightway methoid to assign each tier its own clock.

In order to synchronize the data with different clock domain, timing constraints, such as setup
and hold time of registers, are required to be met. Specific time duration during which data
transition cannot be relidy sampled is usually stated as failure zone in the literature [13]. If the
forbidden zone duration issF7and the period of the clock ik then the error probability for a
particular clock can be found by usiryl().

P =T /T« (2.1)

3D ICs with incorporation of multiple clock domains can have problertieipower delivery
network (PDN) and its effects dhetemperature anthe power supplynoise variation. 58],
four tiers were considered with each tier having two different frequencies. Frequencies
combinations i.e.low, medium and high were used and their effects on power and temperature
analyzed.

2.6 GALS Applications:

GALS templatescan have a number of exciting applications. Clock generator [5%héor
MPSoCsin deep sub micron technologies, dhtk [60] design using GALS can be used in
networking and various standards of video encoding [61] in different platforms can be improved
using GALS templates. One of application is to provide automation to theaitegyfmechanism
of configurable platform for MPSoC based application specific instruction set processors (ASIP)
[62].
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CHAPTER 3
QDI BASED GALS TEMPLATES

This chapter presentproposed GALSdesign templates and their hardware architecture
Sequence of opetians and working mechanisms have also been described in detnillite
modification(s) is (are) required to adapt these templates to utikzerious QDI protocols and
asynchronous interfaces

3.1 QDI Based GALS Design Template (9f-N Data Encodeal):

Fig. 3.1 shows the structure of the proposed GALS hardware template-d&N 1data
encodedQDI asynchronous interfaces using return to zero(RTZ) signaling scheme. This design
can be broadly divided into thresainsections:

U Sender Bd
U Receiver d
U Asynchronous @itching Interface

Switching Interface
0 0
axd RS0 = ).
| of | aie
SSV AR 55 I | SRV
+= O
Reset] L RIN) }_LE SIRRND
O T OR
ACK2
Reset2
Resetl Req_| r
ME_S _y\<1—<—<—<—l ME_R X Cf?] %ady
Not required for single 0K
QK] ack(SDhandshaking L»—‘—IGJQ |
| Sender End | | Receiver End |

Figure 3.1: Proposed GALS template for 1of-N data encoded QDI asynchronous
interfaces, using RTZ signaling schemes

Sender End:The sending end hardwarengists of a synchronous sendingpdule SSM,
which generates/receives N differenrbftN encoded signals, labeled @BRR(0) to RS(N
1)/RR(N-1). This SSM module is based onflip flops that operates on the clock signal Clkl
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frequencyand can be reset to initiahlueby using reset sitpl (Resél). The sending end further
comprises of mutually exclusive element, labeled ME_S, coupled with a ring oscillator through
the OR1/OR2 gate.

ME_Sis composed of two cross coupled NAND gates based upon two concurrent inputs and
a filter which elimnhates glitches at output, if one inpist asserted to logic first then
corresponding output algpets asserted to logiizst, and vice versée also trueRing oscillator is
used to generate local clock for the sender end using series of invertersnéeqf clock signal
can be designed based on Eql)3where n is the number of inverters apnis tdelay of single
inverter. For any frequency, n must be an odd integer and greater than one.

Freq= (3.1)
Pulse generator ring, that is generating pulse signal Resetl, is based upon a NOR gate and

with few inverters fone input. Width of pulse cape controlled by adjusting the number of
inverters at NORyate input.

Receiver End:This end consists of a synchronous receiving module (SRM) which is same to
the SSM except that it operates on clock signal CLK2 frequency and can be reset with Reset2
signal. ME_R is a mutual exclusion element with same functohstructure as that of ME_R.

Here Reset2 pulse is generated through pulse generating ring which takes incoming encoded data
as an inputReq_Gen block is a simple TSPC based D flip flop, based upon clock and ready
signal as input with an asynchronous tese

Asynchronous Switching Interfacelt consists of any asynchronous interface to pass the
incoming signals from sender end to receiver end. It can be enabled or disabled through ACK2
signal. The switching interface has two modes, idle and active. Dudlegmode it does not
pass the incoming signals. During active mode, the incoming signals become available, to be
latched by the SRM.

Here, CLK1and CLK2 signals are clock signals the sender and receiver sides, respectively.
Whereas, interfacingmechanism is completely independent of these two signals. The
asynchronous interface keeps its delay insensitive nature as the artificial delays for generating
the Resetl and Reset 2 signals does not affect the asynchronous operation of the interface block

3.1.1 Sequence of Operations:

This subsection explains the initial conditions and sequence of operations of thesedop
template shown in Fig..B. The template for RTZ and single track handshaking schemes are
identical, except for the pulser circuit to geate the Resetl pulse, which is not required for
single track handshakingfhe sequence of operations leading to one transaction is as follows:
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Initially, it is assumed that all the output signals of SSM(JR® RS(N1)) and input
signals (barring the CLK2 signal) to SRM (RIRto RR(N-1)) are at logic 0. This is
consistent with the RTZ signaling scheme.

According to *of-N encoding, only one of the,$SM signals is asserted to lodiat a
time.

OR1 sensethis signal and requests ME_S to stbp generating CLK1signal CLK1
restarts only when the Resetl pulse resets the SSM, and henceaisedi®en of OR1
signal releases the CLK1 signal.

At the receiver end, the Ready signal is latched at Req_Rcehwien stops the clock
signal CLK2 and generatése ACK2 signal.

The ACK2 signal enables the switching interface and as soon as any one of@GhoRS
RS(N-1) signal gets asserted, the corresponding RRto RR(N-1) signal also gets
asserted.

Upon the reception of RR(x) signal, where x = 0 td NOR2 resets the Req. Gen.
through a pulser circuit, and Req_Rcv falls to logic 0.

This releases CLK2 and d@essert ACK2 signal

The termination cycle begins at the switachimterface, and at theender end,the
termination cyclestarts with the deassertion othe ACK2 signal. For the RTZ scheme,
the pulser circuit sends an acknowledge pulse to the sender, shown as Resetl,-which de
activates RS(x) signals. Concurrently, the ACK2 signal triggersuwhiehing interface
to deassert RR(x), completing the RTZ signaling scheme.

3.1.2 Switching Interface:

It is statedn the beginninghat the modifications required to the interfgaglsen using them
in some application specific context are miniméb support this claim, this subection
describes the required modifications to asynchronous interfaces to utilize template 31 Fig.
Modified GAsP[63] asynchronous interface is shown in B@.

s )
X CQ2 RR(X)
b
INV2
AN INV:
mg Qe

Figure 3.2: Modified GAsP implementation
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One copy of this block links RS(x) to corresponding RR(x) and acts as a switch in the central
block of Fig.3.1. The modifications to the interfag@e the additional AND gate ardklay
element, shown as shaded in B¢@. The sequence operations of this interface is as follows:

U Initially, the signals RR(x), RS(x) and ACK2 are at logic 0, makimgQ5 and Q1 on.
Node D is precharged througthe Q3.

U When the sender signal RS(x) becomes high, the AND gate waits for the receiver to be
ready to receive the data. In Figl, a logic 1 at the ACK2 signal indicates tlla¢
receiver is ready to receive, and hence AND gate turrthked®2 and invl1 turns offhe
Q5.

U Q2 and Q1 discharge D, which in turn makieeRR(x) high through Q4.

U Both Q3 and Q4 are turned off as Q3 charges D again. RR(x) remains higththentil
ACK2 discharges RR(x) again and makes the interface ready for thiaresdction.

U Thedelay line at the bottom of Fi.2 is required to allow the SRM, in Fig.1, enough
time after the resumption of CLK2 (Fig.1), to latch the RR(x). Since this requires only
local delay adjustments at the receiver end, therefasejstlieterministic in nature, and
hence, sanctity of delay insensitivity is maintained.

3.2QDI Based GALS Design Template (ST Signaling Schemes):

The template fothe ST signaling scheme is identical to F&jl with few exceptions, and this
is elaboraed as follows. ST signaling scheme, by design, does not require the additional
acknowledge wire to traverse from the receiver end to the sendef6dhdHence, this
modification is identified using an arrow in Fi§)1, where it states th#te signal ishot required
for ST Handshaking. Fig.3.3 shows the modified single track full buffer (STFB)
implementation, which is used as the asynchronous interface mechanism in the design template
of Fig. 3.1. In the ST signaling scheme, a pulsarcuit within the sender end senses the
termination of the handshaking scheme (etgrough the ST handshake interface signal
assertion), which are again local to the sender end. This pulser generates the Resetl signal, which
controls the mechanism okfgatingthe request line, hence avoidse acknowledge line. For
more details on the sequence of operations of STFB interface please [éfgr to

3.2.1 Switching Interface:

For the ST handshaking interface template, we used the $iaglefull buffer (STFB)[64]
interfacing schemeThe sequence of operations is provided here to understand the adaptation
needed, which requires very little modificatso the interface. Theperationalsequence is as
follows:

U Initially, in Fig. 3.3, it is assumed th#he R§(x), ACK2, STFB(x) and RR(x) are at logic

level 0. Consequently, the NOR gate output and S(x) are at lagid BT is at logic O.
Therefore, all the NMOS transistors connected with STFB(x) and RR(x) are off.
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When any of the RS(x) is set to logic highe thulser circuit generates a pulse, and
subsequently the corresponding STFB(x) is charged.

Once the receiver indicates its readiness to redbiwdata when ACK2 becomes high,
then the corresponding NAND gate turns the respective PMOS on, as the vespécti
output becomes low.

This in turn makes that particular RR(x) high, which switches the NOR output back to
low, and hence any further transitions in RS(x) are blocked. IrBHAigt can be seen that

as soon as RR(x) is asserted, the Reset 2 sigstdrts CLK2, and hence ACK2 is
negated that passes through a delay to allow the SRM signal to latch the RR(x) signal.
Subsequently, the negation of ACK2 discharges the RR(x), and thus, the interface is
reinstated to its initial state. All the above ei{ped modifications in STFB are shaded in
Fig. 3.3.

R0) VDD ST
I E'Tl STFB(0) ) d S0) VDD
| B T RRO)
| :é | | | _P|_
RIN-1) | : I | IQ |
===spes =N w3 |
f' D40 [Rv
Reset1 A?Q
)
>
LD

Figure 3.3: Modified STFB implementation for single track (ST) handshaking

3.3QDI based GALS Design Template (Dual Rail Data Encoded):

Using the same approach as in Bg.,, Fig.3.4 shows the proposed GALS hardware template
for the Dual Ralil data encoded QDI interfaces using the RTZ signaling scheme. dthia se
explains this template. #tan also be broadly divided into three sectahgch are as follows:

U Sender End
U Receiver Bd
U Asynchronous Switchinghterface
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Figure 3.4: Proposed GALS template for dual rail data encoded QDI asynchronous
interfaces, using RTZ signaling schemes

Sending End:The sending end hardware consists of tegistes RSO and RSbperating on
the frequency CLK1 and asynchronous reset Resetl. These registers (RSO and RS1) generate
dual mil encoded signals labeled T and F. Dual rail encoding has already been explained in
Chapter 2. Other than the registeranatually exclusive element (labeled as ME_&)jupled
with a ring oscillator is used. Ring oscillator is for the local clock generatsed on Eq. (3).
CLK1 is clock signal for the sending end which can be paused through ME_S, once data is
detected on the datmes, T and FOR1 detects the incoming data presence. Besides this, this
end consists dfwo pulser circuitsvhich areconnected to NMOS transistdis pass the encoded
data value

Receiver End:This end consists athe two registers labeled RRO and RRb latch the
outputs, St and Sf, from tlesynchronous interface. Regen generates signal Req_Rcv to stop
the receivingend clocksignal CLK2, using the mutually exclusive element coupled with ring
oscillator (ME_R), when the receivirend synchronous odule RR is ready to acceibte data.
Hardware composition of both the blocks i.e., Req_Gen and ME_S is sades@ibed earlier
in Section 3L. Two pulser circuits are connected to the ACK2 signal. One circuit generates the
Resetl pulse for the sender aoée, on the falling edge dhe ACK2 signal. The other pulser
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circuit generates a pmharge signal to bringhe St and Sf back to their idle states. NOR1
produces the Reset2 pulse once St or Sf falls to logic 0. It is assumed that the dual rail logic
required for the switching interface follows the following rul@wth signals are at logic 1 for

idle state, it is illegal for both Pt and Pf to be at logic O concurrentlyPaadd Pf are O for logic

land Ifor logic O.

Asynchronous Switching Interfacelt passes the dual rail encoded values Pt and Pf to the
corresponding values at the receiver side i.e., St and Sf. ACK2 signal act as switch control to
enable or disable the switching interface.

3.3.1 Sequence of Operation:

This subsection explains the initial conditions and sequence of operations of the proposed
GALS template shown in Fi@.4. The sequence of operatsdaading tothe onedatatransaction
is as follows:

U Initially, it is assumed thate bothT and Fsignalsare at logic O, wheredke Pt, Pf, St
and Sf allsignalsare at logic 1.

U Due totheDual Rail encoding, either one tbfe T or F is asserted to logic 1 at a time.

U ORL1 senses this signal and requéstdviE_S to stop generatintge CLK1 signal CLK1
restarts only when Resetl pulse resets the RS0/RS1, and hence, causessbdide of
ORL1. Simultaneously, the sender end discharges Pt or Pf to logic O through the pulser
circuit connected to it.

U At the receiver end, when Reaslignal is latchedReq_Rcv is asserted, which then stops
the CLK2 signal

U The ACK2 signal enables the switching interfaged as soon as any one of the Pt or Pf
is dischargedthe corresponding St or Sf is discharged to logic 0 as well.

U The OR2 resets Request_Gen throaghulser circuit signal Reset2, hence Req_Rcv falls
to logic 0, and the termination cycle begins.

U This releases the CLK&Ignal and hence the St or Sf signals are stored.

U The release of CLK3ignalde-asserts the ACK2 signal. The falling edgetlué ACK2
generates two signals via the pulser circuits. First, Resdtich acts as an
acknowledgement signal to the sender and restedSLK1. Second is preharge signal
that brings the St and $&ckto their idle states.

3.3.2 Switching Interface:

Fig. 3.5 shows the modified switching interface that is used in the progaBétasedCALS
template shown in FigB.4. This interface is called the reduced stack dual lock (RSDL) circuit
[65]. In its normal operation, initiallythe Pt, Pf, St and Sf are all ligic 1.

When eithethe Pt or Pf is asserted to logic the corresponding St or Sf is also asserted to logic
0, which in turn recharges the respective Pt or Pf.
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Figure 3.5: Modified RSDL interface for dual rail encoding

In the modified design, the interface is activated by ACK2. The template ir3Rig.
makes sure ACK2 gets asserted only once per transaction. As claimed in the introduction,
the modifications to Fig3.5 in order to utilize Fig3.4, QDI basedGALS templaés are
very minimal. The only additions are ACK2 to the AND gate and the inverter to Q6, as
highlighted in Fig3.5. Operation of modified RSDL circuit is as;

U Initially, all signals are at logic level zero (RTZ signaling scheme).
U Asthe ACK2 signalgets aserted, S willaise to logic 1. Consequentllye Q1 and

Q6 will be on.
U Then thePt raises to logic one, it will turn off the transistor Q2. ST will be charged

throughthe pre-charged pulser circuit. Pt value is passed to St.
U As Pfis logic 0 value, it will turn othe transistor Q3, Q1 is already on so, Sf will
fall to level zero. Hence, Pf value is passed on to Sf.
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CHAPTER 4
QDI BASED GALS TEMPLATES SIMULATION & RESULTS

This chapter provides the functiorsaiulations of both QDI based GALS templates, based upon
the operational sequence and protea@scribed already in ChapterCadence is used as CAD

tool to perform the electrical simulations and to extract the performance measurements. IHP
microelectroics libraries with 90nm process technology were utilized to verify the functionality
of proposed designs.

4.10QDI based GALS Template (2ofN) Simulations:

4.1.1 Communicating Modules at same frequency:

This section describethe proof of concept simulationthat are performed to explore the
characteristics and performancktbe goposed design templates. Fig. 4.1 an2 shows the
simulated waveforms fahe 1-of-N data encoded QasedGALS templatewith theRTZ and
ST signaling schemes, respectiveline RTZ scheme used modified GAsP, whereas ST scheme
used modified STFB.

After verifying the functional correctness of each design, these simuldians been
analyzedor different metricsFig. 4.1 and £ providethe simulation results to measure latgnc
in the case of % designtemplate (Fig. ) being usedwith modified GAsP (Fig. 3.2) and
modified STFB (Fig. 3), respectively. The signals involved in measuring the latency and their
causal relationship idlustrated with the arrows.

L 1 J ’I_.f ]_l'" M _| dl_l-] [ ‘l_lr 'L[ ]_Ir L|'| [
RR B B

ckhe Eoko Ee Ee ke K
=1 =

5 5 7.5 10 12.5
time [ns}

Figure 4.1: Simulation results for 1-of-N data encoded QDI based GALS template with
RTZ scheme, using modified GAsP interface
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For Fig. 4.1& 42, the latency is defined as time taken from signal RS whitheigata
bit sent tathe corresponding RR register thategves the data bit. It is observed that for this
set of simulations, GALS system worked without pausing the clock for frequency up to 1.2
GHz. Total latency introduced by thé' template with the modified GAsP interface is
approximately 750 pseand 710 psec with the modified STFB interface.

RS

= EEEEE.EEEEQEEE

Figure 4.2: Simulation results for 1-of-N data encoded QDI based GALS template with
ST scheme, using modified STFB interface

4.1.2 Communicating Modules Working at Different Frequencies:

Fig. 4.3 to 48 show the simulation results when the communicating modules are operating at
different frequencies, i.ethe sender frequency (CLK1) and receiver frequency (CLK2) are
different. Fig. 4.3 shows the maults of the QDIbased GALStemplate of Fig. 3, with the
modified GAsP (k. 3.2) and STFB (Fig..3) asynchronous interfaces having sender frequency
of 3.18GHz and receiver frequency of 3.08GHz.

Although both frequencies are almost same but the main aim is to show that the interface
performs functionally arrect operation with clock pausing. It can be sedfign4.3 and Fig. 4
that when sender sends the data therfCLK1 signal pauses similarly ahereceiver sideRR
the received data bit pausdise CLK2 signal, clock restarted based upon reset algrwhich
showsthe correct operation of the interface. Latency is obtained in the samasniayFig.4.1
and Fig.4.2, which is the measure of tineken fromthe RS bit sent tahe corresponding RR bit
received.
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Figure 4.3: Modified GAsP (CLK2 : 3.18GHz--CLK1 : 3.08GHz)
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Figure 4.4: Modified STFB (CLK2 : 3.18GHz---CLK1 : 3.08GH2z)

Fig. 4.5 and Fig. 4 show simulation waveforms diie fast receiver and slow sender. In this
case the receiver is operating at 1.18 GHz wihiéesender is at 500 Mz. No clock pausing is
observed here in either interface. Thibézausef the timeduration of one data transactithvat
requires less than clock period latency of the sender (the slower module).



Figure 4.5: Modified GAsP (CLK2 : 1.18GHz--CLK1 : 500MHz)

ﬂnn
B

15 — ¢ 75 10
Figure 4.6: Modified STFB (CLK2 : 1.18GHz--CLK1 : 500MHz)

Similarly, Fig.4.7 and Fig4.8 show the case tiie slow receiver and fast sendethé sender
is operating at 3.12 GHz while the receiver is at 500 MHz).As expected the fast sender clock
(CLK1) signal pauses due the slower data transaction. It is worth mentioning here that in all

these simulations, the worst case data transfer ragsisned, i.eone data is sent at every clock
cycle of the sender module.
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Figure 4.8: Modified STFB (CLK2 : 500MHz---CLK1 : 3.12GHz)

4.2 QDI based GALS Template (Dual Rail) Simulations:

The simulated waveforms fdhe Dual Rail Data Encoded QMasedGALS template (Fig.
3.4) with RTZ utilizing modified RSDLKig. 35) asynchroaus interface is shown in Fig.%4
This design asserts signals suffixed with t for logic 1, and asserts sgffated with f for logic
0. The signals, RST1, RST2, pt and pf belonth&dCLK1, CLK2, st and sf signals of Fig.48
respectively. Moreover, st and sf are the latched outputs of pt and pf signals, respectively. The
overall latency of 550ps is achievieeleping the overall area to the minimum size. This latency is
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betterascompared to the other two schemes, modified GAsP and STEBlowever, the dual
rail template has a disadvantage of requiring an asynchronous interface for each bit.
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Figure 4.9: Simulation results for Dual Rail data encoded QDI based GALS template
with RTZ scheme, using modified STFB interface.

4.3 Performance Parameters Measurements:

Table4.17 4.3, provideshefrequency, latency, power and energy values for each simulated
case The first column ofTable4.1, 4.2& 4.3 shows the case whéme numbe of bits in a data

transactionis 4, and the second column shows3 &

bit

dat a

transaction.

power columns indicates additional power requiredtieencoding and decoding. The 8X in the

32 bit column of the row for power metric indicates that at least eight times the power is required
for thetwo 4-to-16 decoders and two 46-4 encoders, compared to their respectiste-2 and

4-to-2 counterparts. Theymbol Y, in the latency for 3Bit case, is the additional delay needed

for two 1-of-16 data encoders. This delay is due to the additionaldeamequirements (OR1 and

OR?2 as irFig. 31).

Similarly, the symbol Z in these tables is the additional ggneonsumption associated with
these interfaced.ast two columns in theses tables show the corresponding values fdtaSast
and SlowSlow corner in case of different process variations. These values dhe flobit data

transactiorcase.
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Table 4.1: Measurement values of modified GAsP interface usingdf-N encoding

S.NO | Measurement 4-bit 32-bit SS Corner | FF Corner

Clock
Frequency

1 (without 1.19 GHz 1.19GHz 1.02GHz | 1.48GHz
pausing)

2 Latency .75ns .75ns+Y .82ns .64ns

3 Power 2.75mW+X| 22mW+8X 2.20mwW 5.68mW

14.17mJ 14.17mJ+Z

4

Energy (4-bit) (4-bit) 8.64mJ 17.15mJ

It is observed thathe modified STFB interface consumes least power. Change in power
dissipation due tthe process variation ranges from 20.81% to 82.85%, thigtmodified RSDL
interface has the least attte modified GAsP iterface has the most variatidrurther it is seen
from these results that latency wise modified STFB is better. Process varialtered the
latency up tathe 12% in modified GAsP interfacd5 % forthe modified STFB interface and
11% forthe modified RSDL interface. It can be observed tthet modified RSDL interface is
most tolerant to process variations.

Table 4.2: Measurement values of modified STFB interface using-df-N encoding

S.NO | Measurement 4-bit 32 bit SS Corner | FF Corner
Clock
Frequency
1 _ 1.14GHz 1.14GHz 995MHz 1.46GHz
(without
pausing)
2 Latency .71ns .71ns+Y .81ns .60ns
3 Power 2.45mW+X| 19.6mW+8x| 1.94mW 4.48mW
4.83mJ 4.83mJ+Z
4 Energy (4- bit) (4-bit) 4.08mJ 12.36mJ
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Table 4.3: Measurement values of modified RSDLinterface using dual rail encoding

S.NO | Measurement 4-bit 32-bit SSCorner | FF Corner
Clock
Frequency
1 (without 1.18GHz 1.18GHz 970MHz 1.47GHz
pausing)

2 Latency .55ns .55ns+Y .59ns .46ns
3 Power 2.55mwW+X| 20.4mW+8x| 1.96mW 3.15mW
12.15mJ | 12.15mJ+Z
4 Energy (4-bit) (4-bit) 8.81mJ 15.21mJ

Table4.4 shows an overview dhe interfaces described in the ChapBePerformance wise
the RSDL outperforms other two interfexdt showsthe improvement of 26.66% and 22.5% as
compared tadhe GASP and STFB respectivelgut the STFB is better irthe power and energy
consumption.

Table 4.4: Comparison of modified GAsP.STFB & RSDL interfaces (for 4 bits of data)

orace | Fedierey [ Laeno | pover [ Enery
Mgiiggd 1.19 75 2.75 14.17
Mg_orli;igd 1.14 71 2.45 4.83
MF?gi[f)iid 1.18 55 2.55 12.15

4.4 State of the Art GALS Systems:

Table 4.5 shows important performance parameters of contemporaryo$tdieart GALS
systems, utilizing FIFO on bundled data protocol based and pausible clocking on delay
insensitive based protocol. It can be seenttigtency insensitive based design alldivsdata
transfer at every clock cycle but at the expense of low clafuéncy to accommodate the
overhead of FIFO gnhals. The second row in Tablé&4ndicates that the GALS wrapper [87]
allows 2.87 GHz frequency, which is close to what we made our design to work at. However,
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this design is customized to cater the nekethe particular interface and the information related

to thepausing is not provided. The latency of about 900 ps will require this system to pause more
often. The last two rows in Tabke5 show two GALS systesimplementation orthe FPGA,
certainly theyare slower in terms of timing constraints becauséhefFPGA implementation.

This shows that GALS stem is a viable option for the intemodule communication in MCD
systemon-chip (SoC).

Table 4.5: Performance Parameters of Stat®f-the- art GALS Systems

GALS Operational Power Timing
Protocol Technolo
SYSTEM/Interface | approach frequency consumption | constraints 2
Wrapper for Bundled
Latency insensitive] FIFO data 2 333MHz - _ Laten_c_y 130nm
Systen‘{GG] phase Insensitive
GALS QDI wrapper
for NoC[67] Pausible | Delqy 2.87GHzsender| 828uWsender 907ps 180nm
clock insensitive 2.59GHz 819uwW 947ps
receiver receiver
4-phase
Asynchronous bundled
interface for FIFO data for
Transreceiver on 128 point 577MHz -- 200Mbps | ALTERA
FPGA[68] FET Stratix Il
processor
2-phase
GALS Bundled
implementation | FIFO undie Less than - 550MDI/s | Spartard
i data 700MH Vertix 4
over FPGA[69] protocol. z ertix

48



CHAPTER 5
CLOCK DOMAIN CROSSING (CDC) IN 3-D ICs

This chapter investigatesarious challenges associated with the incorporation of two classes of
widely used clock domain crossing techniques - 8s. Two CDC techniquesicludes an

QDI based GALSechnique, and loosely synchronous interfacing technique (such techniques are
described in literaturg¢70] [71]). For simulation purposes, without losing generalijiyasidelay
insensitive QDI) protocol based pausible clocking is used as representative technique for the
first category(asynchronous interfacing) of CDC technigWghile for the second category
loosely synchronous interface is usédl.this Chapterfirst CDC technique is called aQDI-
basedGALS interface. In the same waself-test sesynchronization (STSS) circJif1] is used

as a representative techniquettog second class of CDC technique (loosely synchrowaush

called as STSBasednterface throughout rest of the chapter

5.1 3D IC Clock Domain Crossing in Multiple Tiers:

This section providethe implementation details of two types of CDC techngjue., (DI-
basedGALS interface and STSS interface, from the perspective-Df I€s. Representative
designs, from each class of CDC technique, are analyzed along with their sequence of
operations.

5.2 QDI Based GALSCDC Technique:
3-D IC implementation details of CDC technique which uQEd-basedGALS interfacein

conjunction with the plausible clocking are explainedrig. 5.1 shows one such possible
implemenation. There could be other architecgite implement with soe minor madifications

to Fig. 5.1, and some of the implementation architectures will be discussed TaisrCDC
technique is spread across two letie@s communicating with each othas shown in Figb.1.

At Tier 1, the SSM (Synchronous Sending module) sendsrteded data signals (RS (0) to RS
(N-1)) through amasynchronous DI interface. Atiér 2, this encoded data is received by the
SRM (Synchronous Receiving Module).

Here, the QDI based GALS interface uses -bf-4 data encoding. However, DualaiR
encodingcan also be utilized adescribed in the Chapter. Dneof-4 encoding can be
implemented using various other asynchronous interf@33464] [65]. In this particular work,
we used modified version of GAsP and further details are given in T6®.asynhronous
switching interfaceat Tier 1 takes dat from SSM and passes it on to therT2. ACK2 signal
enabls or disabls theswitching interface to pass on the dazata (RR (0) to RR (M) at Tier
2 is received by SRM (Synchronous Receiving Modubdher components at Tierl andeil 2
include ME_S and ME_R on each tier. They are called as mutually exclusive elementanwhich
turn control their respdive Clk1l and Clk2 signals. At Tier Req_Gen block is used to pass the
ready signal frontherecever side.
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Figure 5.1: Architecture of the QDI based GALS interface CDC technique in D ICs

5.2.1 Sequence of Signals

From 3D perspective th@DI-basedGALS interface is implemented as followsier 1 contains

the SSM and interfacing mechanism along witle ME_S and ring oscillator, wheredser 2
contains the&sRM along with ME_R, Req_Gen block and ring oscillator. Such a placement for 3
D implementation is beneficial for pull channel based implementation bedsudath request
initiated from the receiver oridr 2 side. It requires TSV for encoded data signals (using return
to-zero (RTZ) signaling protocol) and ACK2 saje only. Rstl is generated Ber 1, as can be
seen in Fig. 4. Signal transition grap(STG) and the waveforsrare givenin Fig. 52 and5.3
respectively, provides an illustration for t®| basedGALS interface. Sequence die events

is described below:

Idle State Requirement:
Initially, due to the implementation of RTZ s@ng protoct, all signals at Ter 1 are

considered at logic zero.

Data transfer:

U According to of-N encoding, one RS(x) signal is asserteefN encoding), here x
represents any number from 0 to-{N RS (x) assertion stops the CIk1 signal throtingh
ME_S element.

U At Tier 2, assertion of Req_Rcv sigrstops Clk2 via the ready signéls aresult, ME_R
sends the ACK2 signal toidrl, which is an indication that the receiver is ready to
receive data. Prior to the assertion of ACK2, sender could notosea.

U Switching interface is enabled throutite assertion of ACK2 and data goes through the
switch, passinghroughthe TSV to SRM in the form of (RR(x)) signals.
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Data Completion:
U RR(X) signal reception (data completion) on SRM leads to the genes@titst2 pulse to
bring the Req_Rcv signal down and release the CIk2.
U Rstl pulse, which allows CLK1 to restart, is generated as soon as compldatherata
is acknowledged vithe ACK2 signal.

Clkt

— R¥X)

Req Rcv

’& Clke
CR

>
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|
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Figure 5.2: Operation of QDI based GALS interface CDC technique using DI protocol

5.2.2 Explanation of State Transition Graphs (STG):

Two state transition graphs are provided in FE@ to illustrate how each individual tier
works. The signal transitions edéd to Ter 1 of Hg. 5.1 are shown in Fig5.3(a). These
transitions are described as follows:

Tier 1 STG:
Idle state &, is the state wére all the control signals ai€f 1 are atogic zero leveljust like
RTZ (return to zero) , and CIk1 runs freely (SSM works normally).

Next, Spto S5 transition showshe start of data transfeim the &sertion of RS(x) i.ethe data is
asserted to pass through the asyocbus switching interface. TheeF 1 transitfrom Spto S;
State

Si1 to S transition indicates that Clk1 has paused twedender tier has stopped. This occurs as
a result of assertion of RS(x), which results in pausing Clkdutth ME_S, hence stopping the
sender end.

S;pto S§3 transition @auses triggering ahe asynchronous interface to transfer data, courtesy to
the assertion of ACK2 signal.
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With S;3to0 S4transition the completion of data transaction begins. DileetACK2 signal the
RR(x) signalgetsasserted and Rstl pul@hownas small pulse in Fig..3(@)) is generated.

During S4to S transition Ter 1 returns back to its idle statg,Swith resetting the RS(x) data
signals and releasing the Clk1 signal (henceckbek pulses are shown in Fig3fa).

Tier 2 STG:
Sequene of the operationsat Tier 2 of Fig. 5L is shown in Fig. 53(b) with the help of signal
transition graph. Description of these transitions is as follows:

Sy is an idle state, where all signals are zero until the request for data is received. CIk2 runs
freely hence, SRM works normally at CIk2 signal frequestgite S to S transition at Ter 2
indicates thathe request forthe data (Req_Rcv) has been received which is an indication of
SRM in receiving mode.

State transition from Sto S occurs wien ACK2 signal get asserted as a consequence of the
assertion of Req_Rcv, and it (Req_Rcv) also pauses the Clikdl gigpugh ME_R block ati&r
2 (shown in Fig. 51).

Assertion of RR(x) signal causes,$0 Ss transition that is the correspondimgceiver side

signal of the sender data (RS (x) via asynchronous switching interfage S state transition
indicates that receiver has received data (RR(x)), and the Rst2 pulse is generated through this
received data. t0 Sstransition shows # beginning of the completion of the data transaction,

as Rst2 pulse results thenegation of Req_Rcv signal by resetting the Req_gen block shown in
Fig. 51.

Systo S transition indicates the completion of data transaction as after the negation &dveq
ACK2 signal is negated and Clk2 s is released. SRM (shown ieT 2 of Fig. 5.1) resumes
the normal operation.

Figure 5.3(a): Tier 1 signals transition sequence
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Figure 5.3(b): Tier 2 signals transition sequence

Figure 5.3: Operation of QDI based GALS interface CDC technique
on state transition diagram

5.3 STSS Interface based CDC in-® ICs:

This section provides details on implementatioarmdther class of CDC technique,., STSS
interfacebased CDC(a representative design for loosely synchronous technique), to do the
interlayer communication in-B IC. Fig. 5.4 shows the CDC implementation of STSS interface.
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DATA | - > Req. 1
DELAY Dé Q DéQ < °
BT matod | £ & 2 5%
T T (. Reg. 2
&) A
QONTROL T i g [Reg.a
Al <
G=AKlor AK2| | 5gc REQ ACK |

Figure 5.4: Architecture of STSS interface for CDC (Clock Domain Crossing) in® IC
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Number of signals, to and from the sender or the receiawimysequal for this case. In terms
of TSV utilization (explained in Section.®), the STSS interface implemtation can be
implemented elter at the sender or the receiver ermthlrases require equal number of TSVs.
In this particular work, it is implemented on the sender end. Closer inspection bf4Fighows
that only ACK, REQ, CLK an®ATA signals require TSVSs.

5.3.1 Sequence of Signals:

The sequence of signals for STSS interfaased CDC igxplained based on a pull channel
implementation, i.e. request (REQ) is initiafeaim the receiver, which is onidr 2as shown in
Fig. 54. AcknavledgementACK) signalis asserted at the sender end in resptomee receiver
request{REQ) signal. Assertion of ACK signals starts data transfer.T@@n 2 data is received
and ACK is negated, which indicates that the data has been received. REQlarsipAals are
negatedto complete the data transaction usinghtse RTZ (return to zero) protocol. This
sequence of operations is illustrated in FBg throughthe waveforms; the arrows represent
causality among the signals.

AK
e REQ
A s S

AN -

Figure 5.5: Operation of STSS interface CDC technique

5.3.2 Explanation of State Transition Graph (STG):

Protocol of STSS interface (Fi®.4) is described using state transition graph for whele
system. As shown in Fig..& assertion of REQ signahdicates that theeceiver at ier 2 is
ready to receive data, state transition occurs betwgtn$. The ransition from state S0 S
shows that sendéias asserted the data on data lines in response to the request (REQ) signal

DAT@
REQ+ ¢

REQ-
AXK-

Figure 5.6: STG of CDC using STSS interface
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After the assertion of data, the ACK signal also gets asserted from the sender (Tier 1) side, as an
indication of valid datand the sender transits from sta}¢dSS. The ystem isbrought back to

idle state § with the negation of ACKREQ and DATA signals at the completion of data
transfer.

5.4 TSV Redundancy:

TSVs are vulnerable to fracture, whiin turn lead to the lower yieldo improve the yield of
3-D ICs, reseathers lave proposed various TSk¥edundancy techniques 4[{73][74]. The
overall improvement itheyield for 3D ICs is directly related to the ratio of the signal carrying
TSVs to the available redundant TSVs. Sbpfder TSV estimation is required, to utiliF&Vs
smartly. A mathematical relationship is provided to obtain effective redundancy and hardware
design overhead. It is found that when signals are more uniformly spread across the TSV cells,
then the effective redundancy improvds. this section, an overview of different TSV
redundancy techniques is provided along with their allocation methodology, in case of TSV
failures. Furthermore, Sectiord51 analyzes, for practical realizatjdour databits transfer in 3
D ICs across ditfrent fers is considered. In Section42, required number of TSVs is
illustrated for each redundant TSV allocation methodology, under different data encoding
schemes for QDI based GALS interface and STSS interface.

5.4.1 Types of TSV Redundancy Architetuire:

Due to TSV susceptibility to fracture, different redundant TSV architectures have been
proposed in the literature [72][73][7.4These techniques have different levels of failure tolerance
at the expense of design complexity. This-sabtion providean overview of three widely used
TSV redundancy techniques.

Before providing the details of these techniquesg, Bi7 illustrates different symbols that
have been used in figur@sig. 5871 5.11) related to TSV redundancy.

0 Signal TSV ORedundant TSV ® Signal Pad
# 1-3 Switch =" 1-2 Switch O Routers

Figure 5.7: Various symbols used in Fig. 5.8 t0.51

One4 TSV Redundancy [72]:

This redundancy technique adds one extra TSV for group of four TSVs as shown5Si8 Fig.
One: 4 TSV redundancy technigaan tolerate up to one TSV failure within a group of four
signal carrier TSVs (as shown in Fig8). In this configurationif a TSV fails thensignal
corresponding to thafailed TSV signal is shifted to the next neighboring TSV and this
arrangement ipropagated until it reaches the last (spare) TSV.
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Figure 5.8: One:4 TSV redundancy [72] across two tiers for-bit data transfer

As a standard cell library based designs, it is desirable that TSV redundancy architecture
shown h Fig.5.8 is used as one cell in the library. The following analysis explains how many of
such 1:4 TSV redundancy cells (shown in B@) are required to transfer X number of signals
across the tiers. For example, in total X sigmased to be sent froffier 1 to Tier 2 using such
cells, then total cedl requiredfor the X signals using 1:4 TSV redundancy architecture can be
written in the form of Eq.51).

1:4 TSV Cells Requilteéég (5.1)

Each cell of 1:4 TSV redundancy has minimum one spare TSV for fault tolerance, however
when all four available signal TSVs are not in use, tb&yalso be considered as redundant
TSVs. In sucla cae, fault tolerance is more than one. Suppose within each 1:4 TSV redundancy
cell, Y number of signal TS¥for signals transportation across tiers are being used. We know
that maximum four signals can be transferred using one block and each block contains one
redundant TSV. Fault tolerance of individual 1:4 TSV redundancy cell can also be generalized in
form of Eq. 6.2).

Fault Tolerance= [4-Y] +1 (5.2)

Consider a case, when three signal TSVs (Y=3) of a 1:4rE8Wndancy cell are being used.
If we put Y=3 in Eq. $.2) then fault tolerance of that particular 1:4 TSV redundancy cell comes
out two.

Fault tolerance is about redundant TSV per cell. In same way, average number of TSVs for a
particular number of sigi&say X can determined. Supposetfag X signals minimum cells are
required can be determined using E§3). Signals allocated to each cell daadifferent in
different cells which mearthateach call will have a specific fault tolerance aapa(Eqg. 5.4). If
fault tolerance capacity of all cellsieans redundant TSVs (Redre summed up and divided to
blocks equired tosendthe X signals (Eq5.3), then average number of redundant TSV per cell
can be written in form of Eq5(@3).
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B
Average RedundafiiSV/cell= (5.3)

It is also imperative that how the signals are distributed into different TSV cells, bélcause
efficient distribution of signals can improve the overall faolerance. As an example, consider
5 signals hve to be transferred acraseo tiers through 1:4 TSV cells. Therefore, two 1:4 TSV
redundancy cells (Edb.1) are neededThe distribution of these signals can take any of the
following two different possibities: one cell with four signals and other cell with one signal, and
one cell with three signals and other cell with two signals.

As a comparison of different possibilities with reference1t4 TSV redundancy cell,
Effective Red/Cell canbe obtaired for two of the above possibilities by averaging the number of
available redundant TSVs signals in each of the above possibilities for 4 signal TSVWse For
first possibility: (1x4+ 4x1)/5 = 1.6, it means it hafective RedCell of 1.6. The second
possbility: (2x3+3x2)/5 = 2.4, it hasffective RedCell of 2.4. It shows thathe second
possbility has moreeffective RedCell valuethanthe first possibility, sothe second possibility
has more effective redundant TSV distribution per cell. The seposdibility will provide
maximum number of cellsvith fault tolerance of more than one.

To generalize the calculation of each possibility of 1:4 TSV redundancy cell using the above
analysis is asSuppose Reds the number of redundant signal in ith cafid Sigis number
signals in that cell. For all signals, weight for each possibility of signal distribution across
different cells can be written in form of E&.4).

B
Effective RedCell = (5.4)

Eqg. (5.4) can be expanded further by evaluating the number of cells required (n) and redundant
signals (Red of each cell. Both parameterancbe calculated based on Eq. (5.2 &)5If we
insertparametersnto Eqg (5.4), thenit can be represented by Eq.3b6for ith cell passing Y
signals.

B
Effective RedCell = (5.5)

BN

Where = ,ﬁf?

4
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Two:4 TSV Redundancy[73]:

Another TSV redundancy technique is based upon 2:4 allocation, where each group of four
signals has two redundant TSVs ®own in Fig. 3. The shaded TSVs are used unttex
normal circumstances. If one of the two top (bottom) TSVs fail that it-reuted through the
top (bottom) redundant TSV. This technique can tolerate up to two failures in the group of four
signalTSVs.

(

YYY
N m-— -

~om=

]

Figure 5.9: Two:4 TSV redundancy [73] across two tiers for 4bit data transfer

In order to analyze that how many 2:4 TSV redundancyg ¢Eiy. 59) are required to transfer
the signals. Let us suppose, there are X number of signals across tiers and each 2:4 TSV
redundancyplock can carry maximum four signals. Ef.1) also exphins number of blocks of
Fig. 59, required totransferthe X signals. Block requirement of both 1:4 and 2:4 TSV
redundancy cell is lsad on same equation i.e., Eqg.1j5because of fact that bothdundancy
cells have same number of signal TSW®ne block If there are 13 signals to transfer (X513
Eq. 51) then four cells of 2:4 TSV redundancy architecture would be required.

Furthermore, fault tolerance of 2:4 TSV redundancy architecisirétle bit different than
that of 1l:4redundancy architectur&uppose Y signals are being transferred using 2:4 TSV
redundancy cell. As one 2:4 TSV redundancy cell has two dedicated spare TSVs and it can pass
maximum of four signals. If Y signals are séim¢nEq. (56) describeghe failure tolerance of
this particular cell.

Fault Tolerance= [4-Y] +2 (5.6)

For example, there are three signals (Y=3) indaTSV redundancy cell. So Eq..@b describes
fault tolerance as three for this case.

Number of average redundant TSpar cell can bealculated using Eg. (8, where signal
are allocated to each cell. Redundant TSVs for eatlcaelbe calculated using Eq.@h These
redundant TSVs are summed up and divided by the number of 2:4 TSV redundancy cells
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required to trarfer all of the available signals (Eq.1). For example, there amgx signals,
according to Eg. (3) we require two 2:4 TSV redundancy cellfie cells will have tolerance of

two and four, if four and two sigrelare passed through them (Ed) Sespectively If we put

these values in Eg. 3, therewill be three redundant TSVs per cell on average. Range of
redundant TSV per call can also by determjnealsed on fact that minimum there are two
redundant TSVs per cell and on the other side at least one TSV should be in use in a cell, it
provides five redundamrSVs. So, average number of TSVs for 2:4 TSV redundancy cell would
always be from two to five.

For the transfer of signals that require more than one cell, in general there are different
possibilities through which different number of signals can beyasd to each cell. To calculate
which combination is most optimalng we have to defineeffective RedCell for each
possibility. Possibility with higheeffective RedCell valueis thebest choice as it provides more
fault tolerance inmaximum numberof cells. Eq. (54) can also be applied for 2:4 TSV
redundancy cell, if we put value of Réxhsed upon Eqg. (8 and n fran Eg. (5.1). Then Eq.

(5.7) can be written for 2:4 TSV redundancy ith cell withsignals as;

B
Effective RedCell = (5.7

Where nzgﬁ?

g4t
Continuing from previous example, for six signal® possibilities are a®ne cell with four

signals and second cell with one signal, and each cell with three signals. If the putber of

signal TSVsin Eq. (57) for each possibility. It giveeffective RedCell value of 2.17 and 3

respectively. It means second option is more suitable as it will provide much balance fault

tolerance distribution for this case.

Router Based TSV Redundancy74]:
Router based redundancy approach is proposgt#irshown in Fig.5.10. It is called router
based redundant TSV due to the involvement of routers in redundant path allocation.

Figure 5.10: Router based redundancy: 3x3 architectur¢r4]
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Router based redundancy allocattenhnique is different from earlier two techniques as it is
based on the premise that if one TSV fails then likelihood of the failure of neighboring TSV
would also increase. So instead of routing failed TSV signal to a neighboring TSYbiites
signalpath to a distant TSV. Redundant TSV allocation mechanism is further expiaifeg
5.11with the help of an example.

Router based redundant TSV allocationtf@four databits transfer is shown in Fig.EL In
casethe TSV A fails, then this redundey block reroutes the data tthe TSV B which is not
neighboring tathe TSV A. Obviously, the added resilience is obtained at the expense of more
delay and area overhead in hardware. Additiothefextra hardware also leads towards more

power and eneggconsumption.
/i:ji//////
A-‘ P

Figure 5.11: Router based redundant TSV[74] allocation across two tiers
for 4-bit data transfer

Generalization of router based TSV cell requirement can be done as: For example there are
the X signals that need to be traversed from Tier 1 i@y Z and wecan use any mxn
implementation(like Fig. 510 represents 3x3 architecture). Based on above two parameters Eq.
(5.8) can be written to describe how many cells of that particular mxn are required. Consider a
case where 28atasignalsneeds to be transferred by usBrf3 architecture. We know that each
3x3 architecture can transfer xm@aum nine signals (as 3x3= 9%o0 for 25 signals (X=25),
according to Eq(5.8) three 3x3 architecture cells would be needed.

e X @
&ms3 nff

Blocks Required (5.8

For the Y number of signal TSVs being used in a c#lltransfer the signals in a particular
mxn architecture. Fault tolerance of that mxn architecture canla written in form of Eq.
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(5.9). Maximum mxn signals can be transferred through one cell usiegouter based
redundancy architecture and each cell contains m+ n redundant TSVs. Now, consider an example
with eight data signals being transferredusing a 3x3 router based architecture block. By
pluggng in these values into Eq..8, fault toleranc&omes outisseven.

Fault Tolerance= [(mxn)-Y] + (m + n) (5.9

The arerage number of redundant TSVs per cell for the case of router base redundancy can be
calculated using Eq5@). In Eq. 6.3) redundant TSVs for eaghxn cell, the number of mxn
cellsrequired for X signals should be calculated using &&) @nd 6.9). Now, considertransfer
of 13 signals; two 3x3 cells (E&.8) would besufficient In all, there are three choices: nine
signals from one cell and four signals from other cell, seven signals from one cell and six signals
from other cell, and eight signals from one cell and five signals from second cell. If fault
tolerance of each cal calculaédusing Eq. $.9) it comes as: six and eleven, eight and nine, and
seven and ten respectively. Putting in these values in58], 8.5 is average number of TSVs
per cell. Range of average number of TSVs per cell for a particular mxn cell is from nfl+n to
((mxn)} m+ n)), according tahe minimum number of available TSVs atfik least number of
TSVs in use, ireachcell.

Taking Y; signals transfer through ith cell as an example; wecaloulateeffective RedCell
value for each possible combinationy kexpanding Eq.54) based upon router based cell
parameters, to evaluate which choice is more considerabl&.J8) ¢an be expressed as;

B
Effective RedCell = (5.10)

Where n= e X g
&m3 nt]
Taking same example of 13 signals transfemastionedabove, weight of each choice comes as

7.54, 8.46 and 8.15 respectively. Values indicatetttesecond choice has more balanced fault
tolerance or redundant TSV distribution acribestwo blocks.

5.4.2 TSV Requirement in CDC Techniques:

3-D IC requires TSVs for CDC from one tier tbe othertier. Requirement of TSVs to
transferthe four daa bitsfrom Tier 1 to Tier 2 of Fig. 3 are detailed in this subsectioQDI
basedGALS interface, may utilize any type of DI code. Among many possible codes choices, we
analyzed three most widely and effectively used DI data codes, whichoéd, Idualrail, and
3-of-6 (m-of-n) encoding. STSS interface does not require any data encbécmyse it is not
utilizing any DI code as requirement of communication protocol.
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5.4.2.1 TSV Requirement without Redundancy:

Overall, 16 data signals are required to tranferfour bit data using -bf-N encoding (as
this is a onéhot or coldencoding) and one control signal, which is ACkKynal as shown in the
Fig. 51. So, in total 10f-N encoding requires 17 TSVs without using any reduogan
architectwe, as shown in row 1 of Tablel5 In similar way, 3of-6 encoding has 3 asserted
signals at a e, out of 6 signalsThe ransport of foudatabits using 3of-6 encoding requires
six data signals and one control signal (ACK2), ireall it requires seven signals transfer using
TSVs from one tier to anothdrer (row 1 column 2 in Table.B). Fordual rail encoding, each
databit is encoded into two bits. Therefore, overall eight signals for data and one control signal
are required to transfer four ibf data using dual rail ending (row 1 column 3 in Table.B.
QDI basedGALS interface hasdcal clocks on each tier (i 51), therefore no clock signal
transfer is required across tiers.

As shown inFig. 54, STSS interface requires four data signals for four data bits and three
control signalswhich include REQ, ACK and CLK signals. In caseno redundancy seven
TSVs suffice the need of data transactiansoss tiers of Fig..8. In general, for no redundancy
number of signals will always equal to number of TSVs but there would be no failure tolerance.

5.4.2.2 TSV Requirements withState-of-the-Art Redundancy Techniques:
An analytical comparison based on number of TSVs for mentionmed todes is provided in
Table 51 against each TSV allocation technique.

One4 TSV Redundancy [/2):

QDI basedGALS interface, for 1of-N encoding cas according to & (51), five cellsof Fig.
5.8 would be required fothe 17 signals. There are three different possibilities through vthieh
17 signals can passed across tiers using five cells of 1:4 TSV redunBaattytolerance (Eg.
5.2) is also nentioned for each possibility.

i) Four cells with four signal TSVs and one cell with one signal TSV with fault
tolerarce of one and four respectively
i) Two cells with four signal TSVs and three cells with three signals TSVs. Fault

tolerance is one and twespectively

iii) Three cells with four signal TSVs and each cell with one fault tolerance, one cell with
three signals and two as fault tolerance and one cell with tgw@lsiTSVs (fault
tolerance two)

Average number of redundant TSVs per cell of gams$sibility can be foundy utilizing Eq.
(5.3). Onthe average, there are 1.6 redundant TSVs for each possibility. Among three options,
effective RedCell value of each possibility (Eq.5 is as; 1.18 fothefirst, 1.53 forthe second
and 1.41 fothethird (Table 52) possible combinatioffhe £cond option is most optimal due to
the high effective RefCell valueas compared to other two options.
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Whereas, for ®f-6 encoding, seven signals needs trarsfteoss tiersby using K. (51) two
units of1:4 redundancy cedl(shown in Fig. B) are required, i.eten TSVs are needed in total.
These TSV numbers are tabulated in rowf Z'able 51. Out of two units, one unit will pass
three andhe otherunit will pass four signals. As this is the only possibility for signal allocation
using 1:4 TSV redundant cells, so averagenber of redundant TSVs (Eq.d9 comes out 1.5
(Table 52). According to K. (52), fault tolerance would be one for cell passiogrfsignals and
two for cell passing three signals. Lastly, dual rail encoding can transfer thexsarberof data
bits using eightencodedits, and one control signal. By put in values of X= 9 i §&.1), three
block are required. For three bls, three different optionfor thesignal transfeare as:

) Two cells with four signis and one cell with one signal
i) One cell with four, second cell with three ahdd cell with two signals only
iii) All three cells with three signals passing throeglch of them

Similarly, fault tolerance of each individualell can be found through the Eq..Zp By
pluggng in (Y= 1, 2, 3 &4) in Eg. () fault tolerance will be four, three, two and one
respectively according tathe number of signals being passed through eacbkblThe average
number of redndant TSVs per cell using Eq..8 for each of above possibility is same,i2.
According to Eq.(5.5) the effective RedCell valueof each possibilityfor abovementioned
sequence is 1.33, 1.78 andeBpectively

On the other hand, two cells of 1:4 TSV redundancy are required for seven signals in STSS
interface CDC using Ed5.1). Where one block will have fault tolerance of two as it is using
three signal TSVs & (52)), while the other block has fault toleraa of one (four signals).
Average number of redundant TSVs per cell is 1.5 using9=R). (

Table 51: Number of TSVs required for CDC Techniques

QDI BasedGALS
Interface STSS Interface
_ 1-of-N 3-0f-6 Dual rail No
Encoding | gncoding| Encoding| Encoding Encoding
No
Redundancy 17 ! o !
Redundancy 25 10 15 10
1:4 72
Redundancy 30 12 18 12
2:4 73
Redundancy 30 15 15 15
Routers 4]
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Two:4 TSV Redundancy [73]: The rumber of cells required is same for each data encoding
as that othe 1:4 TSV redundancy because of same number of signal TSVs in eachthell @f
and 2:4 TSV redundancy. Two:4 TSV redundancy cells requirement for different encodings of
the (DI basedGALS interface based upongE(51) is as:Oneof-N encoding requiresivie
blocks i.e, 30 TSVs to transfathefour data bits. There are three different possibilities of sgynal
to transferthrough each cell. These three possibilities are sasmdescribed forthe 1-of-N
encoding in 1:4 TSV redundancy 8éction5.4.1. Ontheaverage there are 2rédundant TSVs
per cells (Eg5.3). However, fault toleance of each block using E&.) is as;

i) Five for cel passing one signal through it

i) Four for cell passing two signals through it
iii) Three for cell passing three signals throuigy
iv) Two for cellpassing four signals through it

Using Eq. (57) each possibility has weight of 2.18, 2.53 and 2.41, which miéensecond
possibility is most appropriate as compare to other two possibilities.

Threeof-6 encoding regues 2 blocks simar to the Fig. ® (which means 12 TSVs), the
only option is, one block with all four signal TSVs used and other block with three signal TSVs
used. Later block will tolerate up to three failure (put Y=3 i B6). However, average
redundant TSVs per catibme out to be 2.5, bysing Eqg. (53). Dual rail encoding requires 18
TSVs (3 blocks similar to Figh.9). These TSVs numberseatabulated in row 3 of Table1s
Three different options of signal allocations to each specific cell are same as desutibedbe
1:4 TSV redundancy, fahe same encoding. Thesre three redundant TSVs (Eq3)per cell.

The effective RedCell value, using Eq. (3) for three different possibilities for 2:4 redundancy
case areas: 2.33, 2.78 and 3 respective{Yable 52). Again, the second possibility is more
suitable in terms of fault tolerance per cell.

Whereas, STS8asednterface for CDC requires only 12 TSVs j.avo cells (Eg. 8). One
cell will have fault tolerance of twas all signal TSVs are in use. W) the second cell has
only three signal TSVs are being ussd it will havefault tolerance of three (Eq.6®. However,
1.5 is the average redundant TSVs per (@il 53).

Router Based TSV Redundancy74]:
The TSV requirement fothe each data ending based upon router based redundant TSV
allocation approachs tabulated in row 4 of Tableb

The QDI basedGALS interface usindl-of-N encoded values to transfdre four bit data
across tiers, requires two 3x3 cdllBg. 510) of the router basededundant TSV architecture
because for this 17 signals need to be transferred across tiers. If we plug X=17, m=3 and n=3 in
Eq. 6.8) then bocks requirement comest as two. Only one possibility: nine signals will pass
throughthefirst block while eigh signals will pass througthe second block, if we evaluate fault
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tolerance of both blocks using E§.9) then it comes as six and seven respectively. However, on
theaverage there are 6.5 redundant TSVscpdr(Eq. 53). Whereas one such 3x3 blockifup

Eq. 6.8)) will be sufficient forthe 3-to-6 encoded data, as it needs only seven signals. Fault
tolerance of this block would be eight, as in this case Y=7, m=3 and n=3 iB.8gThe ases
where one block is sufficient for signal transfer, averagaeber of TSVs per cell, fault tolerance
and weight of possibility becomes equal. Evaluation of only one factpfadt tolerarce, is
required instead advaluating three factars

In last, dual rail encoding technique, one 3x3 block would be rehtaréransferthe nine
signals, means 15 TSVs. These TSV numbers areatad in the last row of Tablel5By using
Eq. (89) fault tolerance can also be calculated which is six in this case. In the same way, router
based redundancy allocation (Figll) for STSS interface needs 15 TSVs means one 3x3 block
(Eqg. (58)) as it needs only seven signals to transfer across tiers. On the other hand fault tolerance
using Eq. () (Y=7) is eight.

Table 5.2: TSV statistics using redundancy techniques

QDI Based GALS Interface STSS
Interface
Redundancy 1-of-N 3-0f—§ Dual rgll No_
Encoding Encoding Encoding Encoding
Cell | Average | Effective | Cell | Average | Effective | Cell Average | Effective | Cell | Average | Effective
used | Red/cell | Red/cell used | Red/cell | Red/cell | used | Red/cell | Red/cell used | Red/cell | Red/cell
Redundanc (opt.1)1.18 (opt.1)1.33
Y 5 16 | ©pt2Ls3| 5 15 (opt.1) 3 2 (opt2)1.78 | 2 1.5 | opt1)1s
Redundanc (opt.1)2.18 (opt.1)2.33
Y 5 o6 | pt2253) 5 25 (opt.1) 3 3 (opt2)2.78 | 2 1.5 | opt1)1s
24 [73] . (opt.3)2.41 . 2.5 (opt.3) 3
Redundancy £1)65 (opt.1) 8 t1) 6 (opt.1)8
Routers [74] 2 6.5 (opt.1) 6. 1 8 1 6 (opt.1) 1 8
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CHAPTER 6
TIMING CHARACTERIZATION OF CDC TECHNIQUES

This chapter provideghe timing characterizatiorof both CDC techniqueswhich are
implemented using TSV®r both pull and push channdlSV failure leads tdhe operatioml
delay within and between the data transacti@ns. analysiscaters for thatDelay is introduced
because ofe-routing offailed TSV path to redundant path. Sometiredded delagan cause
malfunctioning due to violation of som&ming assumptions i.e.in STSS interface case.
Explanation of TSV failure for botthe (DI basedGALS interface CDC anthe STSS interface
CDC is based upon 1:4 redundarj€®] technique, where failed TSV path isnmuted tothe
next neighbor TSV.

6.1 QDI Based GALS CDC Pull Channel:

As explained earlier, in pull channel data request is initiated ftoenreceiver side.
Explanation provided ithe Chapter 5onoperation ofQDI based GALSCDC technique is also
based on pull channel. Push channel base implementation of QDIGAESICDC techniquas
not possiblebecause of DI protocol requiremeas alreadynentioned in SectioB.1.

Here, timing characterization explanatiohQDI based GALSCDC technique is based tme
first option of Rstlpulse extraction i.e., in Fig.B whereRstl signal is extracted at Tiefhere
are two options for extractionf &®stl signal as shown in Fig.16 Extraction of Rstl afierl
saveghe TSV required to transfer Rstl signal across two different tiers

In Fig. 61(a) it is shown that thACK2 signal is traversed from Tier 2 to Tier 1 and Rstl
pulse s generated at Tier 1, in Figl6this implementation is also shown. Anatpessibility is
shown in Fig. 6L (b), where the ACK2 signal and the Rstl pulse both are generated at Tier 2 and
traverse over the TSV from Tier 2 to Tier 1. The consequences to two different implementations
are further elaborated in next Section

TNERL AT ACR2 T1
Rstl —
a) Rstl extraction at Tier 1

Rt 1| €A ACK2
TRl ofeRsTRg T << B

b) Rst1 extraction at Tier 2

Figure 6.1: Rstl extraction options from ACK2 signal
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6.1.1 Data (RR(x)) TSV failure:

QDI based GALSnterface uses-bf-N, m-of-n or dual rail data encoding techniques. All of
these encoding techniques allow one or few (m signalsaftimencoding) asserted data signals
and rest of the signals are negated (a requirement of RTZ signalingjacilitate the
explanation, it is assumed that all the signals are active highDInC3, the RR(x) signals are
carried ovethe TSVs, and if one of those TSVs fails then following three cases may arise:

I) Zero (Negated Signal) carrying TSV fails anddd TSV does not affedt he pat h of | o
(asserted signal) carrying TSV

II) Zero (Negated Signal) carrying TSV fails and failed T&és affect he pat h of | o
(asserted signal) carrying TSV

[I'l) One (Asserted Signal) carrying TSV fails

The first case |l ead to no failure ootbeingncr eme
affected. The ignal rerouting tother edundant path would be after
Thus,signalre out i ng affects thosé eagnwi B gthelialaV. abee
encodingonlydel ay on | ogic 616 carrying TSV is of o

The other two casexffect the signal carrying path thus it will affect tiraing characteristics
of the design. However, our analysis shows that the pybstitl remains validlt can be seen in
Fig. 6.2 that due to TSV redundant pathiata received at the receiver end (RR(x)) is delayed
(shown with the dotted lines in Fi§.2). Consequently, Rst2 pulse is delayed, which causes
delay inthe ACK2 signal negation. Negation (RTZ) of ACK2 signal indicates the successful
completion of the data transaction.

--- DATA RR(X) TSV Failure

Figure 6.2: QDI basedGALS CDC technique if data RR(x) carrying TSV fails
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6.1.2 Control Signal TSV failure:

In Fig. 51, it is considered that the switching interface is placddeatl. So the only control
signal that is utilizinghe TSV is ACK2 signal. The failure of which may lead to some delay in
signal propagation due to TSV redundancy techniques.

This leals to extra delay and added timing constraints for completing the data transaction in
the hardwareasshown in Fig. 5. Fig. 6.3 shows the new timing constraints with dotted lines if
ACK2 signal TSV fails. It can be seen from the figure that due to tlagy de ACK2 signal the
RR(x) data transaction started at a later time instant. Subsequently, the completion of the data
transaction is delayed. It is worth mentioning here that this increment in the delay does not lead
to any malfunctioning of the protocol

B I B 1 i N R

RSX)

Reg_Rov | E

B I Y
RRO)[ :

---Qontrol (ACK2)TSV Failure

Figure 6.3: QDI based GALS CDC technique if ACK2 signal TSV fails

6.1.3Both DATA (RR) and control signal TSV failure:

The worst case possibility is that both the data (RR(x)) and control signal TSVl
simultaneously. Asn the casef isolated failures of data or control signals, the worst case TSV
failures also cause delay in operation only without introducing any malfunctioning, because of
interdependency of data and control signals in DI prdtoco

Fig. 6.4 shows effects of botthe data and control signal TSV failure. ACK2 signal delays
RR(x) signal which is further delayed due to data TSV failure. Delay of both data and control
signals adds up and results in late generatidhedRstl and Rstpulses.
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Figure 6.4: Effect of Control and Data (RR(x)) signal TSV failure on DI protocol

As mentioned in Fig. 4(b) another option to implement this interface feb3C is to extract
theRstl pulse ateir 2 andtraverse botlthe ACK2 and Rst1 signal through two different TSVs.
Following timing analysis discusses timing analysis for such a case. It can be noticed that data

signal TSV failure scenario remaithe unchangedtherefore only control signal failureesnario
is explained belovn Fig. 65.
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Figure 6.5: QDI based GALS CDC technique malfunctioning: ACK2 signal TSV fails

Control Signal Failure Scenario for tle implementation shown in Fig. .@ (b): Whenthe
TSV corresponding to th&CK2 signal fails then redundant TSV allocation would require
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additional time to traverse the control signal.such a case, [@ protocol does not allowhe

data to pass on from RS(x) to RR(x) unkie ACK2 signal reacheSier 1, which enables the
switching interface. However, if only ACK2 signearrying TSVfails then it is possible that
Rstl signal reacheshe Tier 1 beforethe ACK2 signal. Hence this condition can violate the
asynchronous protocol conditions, which in taausethe data loss if not addressed at the design
time. Fig.6.5 illustrates this phenomenon where RR(X) is not received due to additional delay in
the ACK2 signal (due to TSV failure), resulting in premature reseéh@tender data and hence
causing dea loss (no activity on RR(x) signal

6.2 Timing Analysis of QDI based GALS CDC

Although, redundant path allocatioachniques are available buiSV failures affect the
overall operation ofhe system invariousways, such as increment in delay, and possibility of
erroneous operation. Hence, this section provides timing analysis steharios discussed in
Section 61, so that timing bounds can be definedtfogsuccessful operation of such interfaces.

In Fig. 5.1, theQDI based GALS CDC technique, R and ACK2 (control signal) signals
are transferred through TSVs. On careful inspection it can betlsaethe critical path in Fig.
5.1is the path from request generatioedr 2 to the final reception d®R(x) via generation of
the ACK2 signal(assuming no clock pausing at receiver) and passing through the asynchronous
switch (shown asnterfacing mechanism in Fig..H. This path is the longest from request
generation to data receptidhis assumed thaRS(x) (Fig.51) is available at data lines (i, elata
is ready to be sent). Any delay on this path can delay interface operation and hence will require
clock to pause. If fransacTionindicates the complete latency of the path then total delay of the
critical path can be shown as follows:

TrrANSACTION= TReq Revto-Ack2 + Tack2-toRR(x) + TsrRM-sU (6.1)

Tsrwsu representshe setup time of the SRM register, intervakglrevio-ack2 iS the delay
from theassertion of Req_Rcv signal tikee assertion of ACK2 signal andatkz-to-rr(x) ShOWS
the delay between thassertiorof ACK2 signal to the availability at the input of SRM.

It can be seethat(6.1), does not considany TSV failure scenarioT SV failures introduce
some redundancy hardware related delays. As discussed in Sgdtittere may behree
possible TSMailure cases for each possibility of Rstl signal extraction implementation of the
interfacewhich are discussed as follows: ‘

6.2.1Possibility 1: Rstl Extraction at Tierl (Fig. 6.1(a)):
Data RR(x) TSV Failure:Failure of data RR(x) signal TStan arise three cases (Sectioh)6
based on delay effects.

Casel:Logic 06106 carrying TSV pacartyingrT8\ifead. Thes, unaf f

Eg. (6.) remains the same.
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Casell&lll: TSV failure occurs in a TSV that carr.i

hardware introducethe extra latency in Zck-orrx) Parameter. Fransactionrosirepresergthe
critical path dedy for the case of data TSV failure, foossibility 1 and is shown in B. Extra
time due tahedata carrying TSV failureexriis added in parametendk-to-rr(x)-

TTRANSACTION-POSEDATA= T Req_Revto-Ack2t {T ack2-to-RRp) T ThexTL} T Tsrmsu  (6.2)

Control Signal TSV Failure:Failure of control signal TSV also results in additional delay. The
only control signal that traverses across the tiers in possibility 1 o6Higs ACK2. It can be
seen in §.3) that data transaction durationtgknsactionrosiconTtrol) due to delay of ACK2
signal TSV failure, where Req_Rcv signal to ACK2 signal duration has increasegepy, T
which is by the TSV failureWhere, Tnextz is the extra delay in the control signal caused by
TSV failure. The equatio(6.3) represents the scenario shown in Bi§.

T1rRANSACTION-POS1_CONTROE{ T Req_Revto-ack2 + TnexT2}+ T Ack2-to-RR00T Tsrm-su  (6.3)

Both Data (RR(x)) and Control Signal TSV FailureBoth control and data signal TSVs may
fail concurrently. In that casthe delays of both data and control signal TSV failures add up as
explained in Fig6.4 and mathematically can be showrEag ©.4).

TtransAcTIONPOS1_JOINT= {T Req_Revio-ack2 + T NexT2}H{T acke-torrp)+ ThexTe} + Tsrmsu  (6.4)

6.2.2 Possibility2: Rstl Extraction at Tier 2 (Fig. 61(b)):

Rstl extraction afier 2 (Fig. 61(b)) requires as extra TSV for Rstl signal to travel from Tier
2 to Tier 1. Consequences of data signal failures would remain the same as descobe.
However, careful igpection shows there could be malfunctioning in some combinations of
control signal failures.

This possibility (Fig. 6L(b)) considers the case when ACK2 and Rstl signals are passing
throughthe separate TSVs. If ACK2 TSV fails théhe data will not be traversed from RS(x) to
RR(x) untilthe ACK2 signal reachetheTierl, to enable switching interface. Catastrophically, it
is possible that Rstl reaches earlier than ACK2, which subsequentlythese®M to next data
value, resulting indata loss. To overcome this possibility physical design engineers need to
check timing bound on these signals mentioned in inequélBy. (

Trst1>Tacke2 (6.5)

Trstz @and Tackz are respectie times for Rstl and ACK2 (Fig® signals to traverse fromier 2
to Tier 1. Best option is to keep both signdisough one TSV as we did (Fig.1» Otherwise,
timing constraint in§.5) must be fulfilled to avoidnalfunctioning.
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6.3 Pull Channel: STSS Based CDC Technique:

As explained earlier, the representative circuit for loosely synchronous CDC technique is
based on STSF1] circuit with addition of FIFO T5]. In this section timing analysis is provided
for STSS based CDC technique, in case of TSV failures, when they are used as pull channel.

6.3.1DATA -signalcarrying TSV failure:

In STSS based CDC technique, no data encoding is used. Data and contisl aignha
transferred usig TSVs across the Tiers (Fig4p Fig. 66 shows DATAsignatcarrying TSV
failures. This failure only leads to delay in DATA signal transmissien delay in traversing
the data signals (dotted lines) is increased. Overall the protocol of the interface does not get
affected.

Ak

.. DATA TSV Failure

Figure 6.6: Effect of datasignalcarrying-TSV failures on STSS based CDC technique

6.3.2 Control-signal TSV failure:

In STSS based CDC technigqu&o control signals i.e.REQ and ACK, control the data
traffic betweenTier 1 & 2 (Fig. 5.4). There are three cases of consmnatcarryingTSV
failures, which are further described belmwFig. 6.7 & 68. These cases lead to modified timing
equations due to additional delay incurredtbg TSV redundancy hardware. However, it is
observed that the protocol remains valid and leads to no malfunctioning.

Figure 6.7: REQ signal TSV failure consequences on STSS Based CDC technique
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I) REQ signal TSV failure Fig. 6.7 shows fdure in REQsignatcarryingTSV. The failed TSV

is rerouted to the next redundant TSV, which causes the additional delay. Consequently,
assertion of all the subsequent signals, REQ, ACK and Data is delaye@.7Rltystrates the
normal timing behavior using solid lines, and dotteed represent the additional delay due to
TSV failure. Causality are shown for the delayed signals only.

II) ACK signal TSV failure: Fig. 6.8 shows ACK signal TSV failure effects on operation of
STSS based CDC technique. Due to ACK TSV failure, ACK signal gets delayed due to
redundant path allocation to failed TSWhich further adds delay in the negation of REQ and
DATA signals All the signas shown with dotted lines in Fi§.8 represent the delayed signal.

|CLK
s
o R
Valid Data B
--- ACK TSV Failure

Figure 6.8: ACK signal carrying TSV failure in STSS based CDC technique

) REQ & ACK signal failure: Both REQ and ACK signal carrying TSVsan fail
concurrently. In Fig6.9, dotted lines shokhe effects due to REQ and ACK signal TSV failure.
The REQ signal TSV failure causes delay in the assertion @A\ and ACK signal. REQ,
ACK and DATA signal carrying TSV failures result in their deldyegation. Thus, two delays
are observedone due to REQ signal carrying TSV failure and second due to ACK signal
carrying TSV failure.

aK
REQ | 4 /§
J
\
AXK ' \~§:
4]

DATA S{ Valid Data > —

---Control Sgnals TSV Failures

Figure 6.9: Combined effect of ACK & REQ signal TSV failure effects on protocol of
STSShased CDC technique
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6.3.3 Control & DATA signal failures:

The worst possibility is when both DATA and control signal carrying TSVs fail
simultaneously as illustrated in Fig10. Wherethe dotted line shows effect of REACK and
DATA signal carrying TSV failure. Delay to DATA TSV failure has addition of previous two
failure delaysi.e, REQ and ACK signal delayso, three TSV dilure are incorporated in
DATA signal.

|0_K
R '
| A

%, Valid Data ':-—

- TSV Failures; REQACK & DATA

Figure 6.10: DATA & Co ntrol signals TSVs failure effects on
STSS based CDC technique

6.4 Push Channel: STSS Based CDC Technique

As stated earlier that for push channel, the protocol for the STSS based CDC technique
remains the same, with the exception of the direction of request generation. Therefore, REQ
signal is generated from théerl (the sender side) affder 2 (Fig.5.4) sends theACK signal
(the receiver side)For push chamel STSS based CDC, only change is in the control signals
directions. Thereforthe TSVs failure effects on push channel STSS based CDC technique
signals will remairthe same as that of pull chanel STB&ed CDC technique. Detailed analysis
of pull chanel STSS based CDC has already been described in $etion

6.5 Malfunctioning scenarios in STSS Based CDC Technique:

In Section 63, TSV failures in Data and Control signals lead to no data corruggidong as
worst case timing delays are identified carefully. However, analysis suggests that STSS based
CDC technique may run into malfucntiog scenaricandmakes the protocol invalid.

Premature ACK negation(data TSV failure):Fig. 6.11 explains a mdilinctioning scenario,
when some of the TSVs carrying DATA signals fail.

Delayed Datam C

Figure 6.11: Possible malfunctioning due to premature negation of ACK signal
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SpecificDATA lines corresponding tthefailed TSV are delayed but if f@roper mechanism
is applied to check the completeness of didita ACK signal may negate prematurely. This is
because ACK signal is negated as soon as the REQ signal is negated. Consequently, due to
premature negation t¢fie ACK signal the delayed DATA @ts corrupted, which is elaborated in
shaded region in Fig.11 Data is being transferred serially.

In Fig. 6.11, it is shown that thedata from previous transaction is not negated (shaded
portion), while REQ is asserted for next data transactidence, the eceivermay erroneously
considerghe existing data on data lines as data for next data transadtemefore, some sort of
mechanism is required to indicate completeness of the data transaction.

6.6 Timing Analysis of STSS based CDC techque:

As we illustrated for the case of Qbased GALSCDC, in this section we are elaborating
timing analysis for STSS based CDC technique. It is shown irbHdhat the REQ, ACK and
DATA signals are transferred through TSVs for STSS based CDC techriiquehe data
transaction, it has also been assumed that incoming data of different clock domains is
synchronized with the help of STSS interface (Tier 1, &i). Data is written in FIFO (Fidh.4)
and receiver can request/read the data at any instdimhe. Once data transaction completes,
both the REQ and ACK signals are negated from their respective sides. Any delay in the data
transaction sequence causes the delay in interface operation. Timing constrairedata
transfer path in STSS base®C technique (Fig5.4) are illustrated in (&), which assumes a
pull channel:

TrransFER= TREQtoDATA T TpATA-toACK T TACK-toREQ
+ max (Treoto-ack, TREQto-DATA)  (66)

In Eq. (66), TrransrerShows the time required for one complete data transaction as seen by the
receiver, from the time receiver sees the assertion of REQ signal to the final negation of DATA
signal. Tregto-DaTA represents the time duration, that receiver (big) sees oncé initiates the

REQ signal and gets batke asserted DATA signal. phra-to-ack iS duration observed dhe
receiver, from DATA signal assertion to ACK signal assertibhe hird term Tack-oreQ,
represents time duration seertlareceiver side (Figh.4), from assertion ofhe ACK signal to

the negation of REQ signal. rEgto-ack and Tregto-pata ShOws time duration measuredthe
receiver end from negation dhe REQ signal tothe ACK and DATA signas negation,
respectively. For the worst case arsedy maximum time duration frortine negation of REQ
signal tothe ACK and DATA signa$ negation is taken into consideration.

Delay in data transactiocan be represented with EQ.76 TtransrerioinT FEPresents new
timing constraint foone datatransaction, in case of faillgén REQ, ACK and DATA carrying
TSVs.

TtransFerIOINT = {T ReQtoDATAT TDELAYL} + {T DATA-toACK + TpELAY2}F T ACK-toREQ +
max (Treoto-Ack, IREQto-DATA) T TDELAY  (6.7)

In EQ. (67) TpeLay, Tpelav: and Toeay2 represent delays introduced duethe failure in
TSVs carrying REQ, DATA and ACK signals respectively. All three cases have been
highlighted inFig.6.6 to Fig.610.

First, delay added due thhe TSVs failure should be minimized. To minimize the delay,
efficient redundant TSV allocation techniques can be chosen at design stage of the interface.
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Timing constraint mentioned in E.8, should be fulfilled while utilizing a particular redundant
TSV technique.

Twipth >ToEeLay (6.8

In Eq.6.8, Twipth representshetime duration fothe one data bit. For example, X bits are in
one data burst and thgpecificburst is ofthe timeduration T. Tha, Twipth can be calculated by
XIT. TpeLay IS path rerouting time in case TSV fails. E§.8 would help in optimizing the
delay to prevent data being corrupted.

Secondly, inthe protocol a data completion signal needs to be adbeel.rext data request
can be generated untthe data completion signas received. Inclusion of both constraints ,i.e.
data completion signal in protocol and E§8J timing constraint, would make design free from
the any chances of tluata corruption.

Thirdly, another mechsm can be devised to avoid the malfunctioning. If data signal
carrying TSVs fall, this failure can be feedbackle REQ signal to negatihe REQ signal with
some delay equal to TSV-reuting time. In casghe ACK signal TSV fails, it can be feedback
to delay data signal with time equalttee TSV rerouting. Addition of two feedbacks, onettte
REQ signal in case data signal TSVs fail and other feedbathetdata signals fothe ACK
signalcarrying TSV failure, can avoid malfunctioning.
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CHAPTER 7

CLOCK DOMAIN CROSSING IN 3 -D IC (SIMULATIONS)

In order to verify our analysis electrical simulation were performed ubkiRgmicroelectronics
90nm libraries in CadencBoth of the CDC techniques.e.,the QDI basedGALS interface and
STSS interface were simulated For QDI based GALS CDC technique we used GAsP
asynchronous interfad®3] as switching mechanism for simulation purposes. We obtained a
maximum operational frequency of about 1.2GHz while on the other Itawds found that
STSSinterface circuit, operates at frequency of 500MHz technique due to the limitations in

synchronization delay.

For simulationpurposesthe electrical model of TS\s used as explained ithe Chapter 2and
used across different tiers Bfg. 5.1 &54 to do the intetier communicationsTSV modeled
[49] by using analytical methodr'SV parasitic valueslepend on various geometrical factors
such as length, diameter, and metal characteristics of TSV. In our wasassumed, in
accordance with the guideés of ITRS 2013, a TSV @um in diameter, 20um in length, oxide
thickness ofLl20nm and 10um pitch distanddsing the state ahe art empirical analysis based

model from referencpl9]f ol | owi ng parasitic

fF and L=5.816pH respectively.

v al

ues

( RLC)

Fig. 7.1 provides thesimulationresults ofQDI basedGALS interface(Fig. 5.1), according to

the delay insensitive protocol as detailethie Chapter 5
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Figure 7.1: Simulation of QDI based GALSCDC in 3-D ICs
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Simulationwaveformsshown in Fig.7.1, for the case of no failures in the TSW¥édaa and
control signals. It showsn overall time of 750 ps fothe one data transaction and power
consumption of 2.75 mW with energy of 14.17mJtfe four bit data transaction aentioned

in first row of Table7.1. While, second row of Table.¥ shows the performance parameters for
the STSS interface.

In terms of basic three parameters, power, energy and delay for both CDC techniques, it shows
that there is very little differencestween the two CDC techniques. But if enedgyay product
is calculatedthe (DI basedGALS interface is marginally better.

Table 7.1: Measurements of three basic parameters of CDC techniques
in 3-D ICs for 4-bit data transaction

S. CDC Power | Energy | Delay | Energy | Power

No | Technique | mwy | mJ) | (ns) | Delay | Delay
(pJs) | (pWs)

QDI based

1 GALS 275 | 1417 | .75 | 10.63 | 2.06
interface

o | STSS 278 | 1051 | 1.03 | 10.83 | 2.86
interface

As mentioned inthe Chapter 6 TSV failures lead towards delay the operation. These
failures include failure of data (RR) signal and control signals. Batlklata and control signal
failures demonstrates worst cadecause othe double failures causing incrementilays.
Intentionalfailure areintroduced inthe TSVs carrying these two categories of signals (data and
control) to validate the claim ithe Chager 6 aboutthe DI basedGALS interface. The
introduction of failuresre-routed TSVs to redundant TSVs (1:4 redundancy) and delay added in
each data transaction.

Fig. 7.2 shows simulation results tfie DI basedGALS interface for failures inthe data
and control signals TSV3he ontrol signal TSV failure introduced a delay of 106(lpg. 63),
validating our claim regardinghe control signal failure. Whereashe DATA (RR) carrying
TSVs failure added delapf about 153ps (Eq 62). Both the ACK2 ard DATA (RR) signal
carrying TSV failure at same timestantresulted in delay of 25ps (Eq. 64) as mentioned in
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Table 7.2. It also validates our worst case formalization allbafTSVs failure, which causes
more delay but no malfunctioning.

The usage of TSV redundancies, such as 23ftdnd router based’fil] TSV redundancies,
provides more TSV failure tolerance but at the cost of increased delay as contpade4dr SV
redundancy72].

fsE=sEaEsEaEaEa e

=8

Time(ns)
Figure 7.2: Simulation of QDI based GALS interface(Data & Control signal failure)

Control signal failure resulted in 106 ps and data signal in 153ps delay. Overall, 259ps delay
comes out as 259 asTable7.2.

Table 7.2: Timing overhead due to TSV failure

S cDC Control Data signal Data & Control
No | Technique S|gnal TSV | TSV Failure S|g_nals
Failure (ps) (ps) TSV Failure (ps)
1 | QDlbased 444 153 259
GALS
o | STSS 19 15 34
interface

As a frst step towards thsimulations of loosely synchronous CDC technijgie failure
zone of STSY71] circuitry is calculated Failure zone comes out about 70ps. Pluggnthe
failure zonetime and clock time period irEq. (2.1), error probabilityof.035 or 3.5 %is
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achieved FIFO as described if¥5] is added to simulate tH&D environment for STSS based
loosely synchronous CD(@s shown irFig. 54).

Fig. 7.3 illustrates simulation waveform of loosely synchronous CBiGwulationresults are
according tathe protocol as described iRig. 55. The ime for one data transaction comes out
1.03ns as reported in Tabiel.

“IREQ

ACK

Time{ns)

Figure 7.3: Simulation of clock domain crossing using STSS interface ir3 IC

Failures introduced in ACKREQ and DATA signals TSVs to simulate, analyze and validate
the consquences as detailed in sectiod &6.5 of the Chapter 6 Fig. 7.4 is the simulation
waveform showing the results based on signals using redundant (1:4 redundancy) TSV paths.
This is the worst delay case simulation when both DATA and control signal fails.

2IREQ
L
v AACK
o
2l DATA
0
25 5 75 fr)
Time(ns)

Figure 7.4: STSS interface CDC technique in-® IC (Data & Control signal TSV failure)

Simulation of worst case, i.e., DATA and control signal carrying TSVs has been performed
using 1:4 TSV redundancy architecture [/Bgnalty due to failure of REQgnal is about 11ps
(Fig. 6.7), 8ps(Fig. 6.8) due to ACK signal, 19 pd=ig. 6.9) for both REQ and ACK signals and
data signal TSV failure causes 153g. 6.6) delay. Overall, timing penalty comes out 34ps
(Fig. 610) (Row 3, Bble7.2).Using redundantSVs causes the delay as evident from Fig.
but soemtime delay may add upto signaficant level or operation sequence may lead towards
malfunctioning in circuit operation as detailedire Sction 65 (Chapter §.
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Fig. 7.5 is the case whethe ACK signal negated prematurely fraime receiver side without
realizing that data is delayed and not received completely. It caused the malfunctioning in system
as DATA is not being received completely while the ACK and REQ signals terminated
(highlighted wit the help of circlen Fig. 7.5). Hencejnvalidatingthe protocol and lead to the
malfunctioning scenarios due to premature negaifarontrol signal This scenario is siolated
and illustrated in Fig..B.

12'&5&

E

=

= =2

75
Time(ns)

Figure 7.5: Malfunctioning scenario of STSSnterface CDC in 3D IC

Fig. 7.5, two data item sent but not received at the other end. So, only delay in operation is not
penalty, malfunctioning chances are also thetb&$TSS interface CDC technique.

In general area wisehe (DI basedGALS interface design has advantage oibke STSS
interface for lower number of bits, but as we increase the number ptHatSTSSinterface
becomes more advantageous. For examplebhit is transferredhe STSSinterfaceuses 1.44
times more area comparedttee (DI basedGALS interface(Table 7.3) whereas, if 16 bit data
transaction is made concurrentlige (DI basedGALS interface consumes about 1.14 tinties
STSS interface. Delay wisthe (DI basedGALS interface presents more delay in adoption of
redundanpath as compared tbe STSS interface as counterpart.

Table 7.3: Hardware overhead of CDC techniques

CDC using STSS
. interface QDI based GALS CDC
PMOS | NMOS | Total PMOS | NMOS | Total
1-bit | 1.37X1|1.66Y1 |1.44T1| X1 Y1 T1
4-bit | 1.12X2|1.25Y2 |1.16T2 | X2 Y2 T2
8-bit X3 11.07Y3 | T3 1.25X3 | Y3 |1.15T3
16-bit X4 Y4 T4 1.19X4 | 1.03Y4 | 1.14T4
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Simulation of three TSV redundancy techniqguasntioned and analyzed in the Chafiieis
performed using MATLAB 7.0. We analyzed the hardware overhead required for each
redundancyechniqueupto 400 signals. Fig.6 illustrates product of hardware with the number
of cells used, using 1:4, 2:4 and router based TSV redundancy techniques.

In order to povide a fair comparison we normalized the product of number of cells and area
overhead (called as hardware overhead) for 5x5 router based redundancy technique over 400

signals.

Fig. 7.6 shows that as expected with increment in number of signals hardwentgead will
increase. However, effective redundancy per cell is reduced with increment in the number of
signals. It can be seen effective redundancy of router based TSVs are better at the expense of

added hardware.
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Figure 7.6. Hardware overhead X cells required (on left yaxis) and effective number of
redundant TSVs (on right y-axis) for different number of signals

Nonetheless, For 250 signals, the hardware overhead for 3x3 router based technique is about 3
times more than 1:4 redundancy technique, while providing 5 times more effective redundancy
per cell. Hence, if the foundry data is available with respect td percentage of TSVs, this
study will help the designer to choose the right redundancy technique under a given condition
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CHAPTER 8
CONCLUSION & FUTURE WORK

8.1 Conclusion:

The first major objective achieved in this work is to successfully proveht@&DI based GALS
asynchronous interfaces can be utilized efficientlitha GALS design. Secondly, we have
characterizedhe different interfaces based on complexity and pemntonce so that a designer
may make an informed decision on choosing a particular interface. Z.aldbows that for any
number of bits of data transactiaime modified RSDL interface outperforms other interfaces
with an improvement of at least 22% in latg. In terms of power, the encoding and decoding
techniques ofthe modified GAsP and STFB based GALS systems have to be efficgent
compete withthe modified RSDL. The approach developed in thigrk also provides a flexible
interfacing mechanism fahe MPSoC based ASIP. Our technique can be combined with the
configurable platform technique [27] to automate the generation of interfaces in the platform.
Moreover, the proposed interfaces can be incorporated as external/internal communicating
modules in onfigurable platform technique. It wilelp in reducing timé¢o-market as the
overall design process accelerates with the proposed design templat@njunction with

configurable platform technique with minimal changes.

The QDI based GALS desigamplates g introduced, to leverage from the robust @Bsed
GALS asynchronous interfacdwo different templates are proposed and analyzed with three
different asynchronous interfaces, utilizittge RTZ and ST signaling schemes. Robustness of
the propsed design templagdas observed using corner cases. Our tempbaised approach
reduces the design complexitytbk IP based GALS design and the results provided on several
metrics allow designers to make an informed decision to choose the GALS interface that fits best
to the design need. Compared to the state of the art GALS based desigesplates offer
much flexbility in terms of the frequency variatios and phase difference between the

communicating modules.

3-D IC is an emerging technology which can be leveraged further by use of the GALS
templates. Due to multi storey structure, each tier can have an épemdkent of other tiers. This
leads us to the use of clock domain crossing CDGINIBs. For CDC, the QDI based GALS
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systems can be proven very beneficial. There is a special scenario that can arise; it is the
existence of out of phase frequencies attiplel tiers. So, the modified STSS based interface

was utilized for such scenarios.

Incorporation of two CDC techniques irCBIC has been presented in this wo@uidelines
are provided for placement of different components at different logic layersDotC3 with
justification of data signals, control signals and B3&juiremerd. This incorporation suggests
thathow CDC techniques are suitable and adaptableDneBvironmentThe QDI basedGALS
asynchronous interfaceequires a local clock on each laysegardless of communicating
frequencies, wheredke STSS interface imoresuitable with global clock distribution network.
Various TSV redundancies techniques used to tolénat€SV failure while data transportation.

Each redundancy technique hasoia specialized features like fault tolerance and overhead.

Detailedtiming characterizationf the TSV failures for both CDC techniques provided based
upon asynchronous channels analysis jpash and pull channel. Thining characterization is
done m the basis othe TSV failures carrying data and control signals. Effects of each failure
scenario on protocol elaborated through waveforms and mathematical equations. These cases
validated throughhe simulation resultsThe @I basedGALS asynchronousnterface resulted
in more timing overhead, but no erroneous operation due to its delay insensitivity nature. On the
other sidethe loosely synchronousTSS interface came up with low timing overhead in failure
case, but it has possibility of malfunctioginn no failure, performance wise both techniques are

same based updheenergy delay product calculation.

In general,the (DI basedGALS templates uses more hardware and,doea less power
consumption. Thenergy and power delay product of botie (DI basedGALS template and
STSS shows that STIBterfaceis efficient based upon these parameters. In performémnee,
QDI basedGALS template can be slower as it involves the ZGl&cknowledgemengignal
which is controlled bythe data signa. But this template has an edge of less probability of
malfunctioning as data may be delayed. So, its operation completion can be delayedrbot
erroneous due to no separate control involvement. Means timing assumption of data arrival is
excluded. @ the other hand control signal handlingnebdified STSSbased interfacé a bit

faster as it is based upon internal clock switching which is fdsiért needs timing assumption
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of the data. That may malfunction on data delAycomplete analysis onnting assumption is
provided in the Chaptd.

Operational frequency of both theDC techniquesi.e., the QDI based GALS and STSS
based CDCcan be sameBut there isa problemin case of the modified STSS interfaces
frequency of clock goes higher prdiigy of failure also increases. Mathematically, failure
probability is failure zone duration divided by clock period. Failure zone determination
procedure has been explained in the ChdptBailure zone will remain same for &flip flop, in

our casetiis 60ps, so clock period reduction results in higher failure probability.

No separate global clock distribution network is requirethen @Dl basedGALS template
because othelocal clock generation. It provides various benefits in terms of IRerand less
consumption of silicon area. On the other way rquyhchronization technique is free from
local clock generation at every stage which free the designer from redesign of clock distribution

but it requires more silicon area.

8.2 Future Work:

As future work, generation of local clock for QDI based GALS system can be more optimized
by introducing a proper clock distribution logic on each of the sender and receiver end. Encoding
and decoding of each DI code can be incorporated, which will provictenplete picture of
overall system. In such a system where a separate operational logic designs on each end, will
provide to investigate system more clearly and carefully. Another possible future contribution
could be layout level implementation to provid®re realistic and much close to fabrication

level results.

We have utilized the RTZ signaling schefaé data signals should be at logic zero when no
bit is being transmittedjjoweverthe NRTZ (nonreturn to zero) scheme can also be used which
requires half bandwidth as compared ttee RTZ, butNRTZ scheme addshe hardware
complexity. There are so many other DI codes available that can be used to encode the data bits,
to transfer them toreother clock domain. The main focus while choosing DI codes should be
simplicity in the implementation, the less timing overhead, the minimum hardware and the lower
power consumption. Such codes should be used that can be transmitted and perceived without

any error.
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As far incorporation of CDC in-B ICs is concerned, only TSV requirement factor is
analyzed and verified in deep. TSVs can be further analyzed in terms of silicon area footprint
along the relevant parasitic factors. Temperature reduction meohand power distribution
network can be designed more carefully. Testing is another factor that can be done teDerify 3
IC functionality at fabrication level. Overaltl3 system can be improved by introducing various
logic designs at the separate gigvith the introduction of local or global network along factors

mentioned above.

TSV is main source of communication across different tiersinl@. In thenumber of TSV
required, apparently it seertisat theSTSSbased interfaces much better butireality it is not
so, there are other attributes which can be considered. Every scenario has its own preferences
that is whyguidelines are provided so that a particular selection can be m8defailure
always requires the signal shifts which introduledays. Many redundancy techniques can be
adopted but each has a maximum failure tolerance. For example, 1:4 tedi8iqrae bear one
while 2:4 [73] technique can bear two failures at maximum. Although two failures can be
handled with 2:4 approach biithas two times delay associated with it in caséheffailure as
compare to 1:4edundancy techniqué&imilarly router based redundancy approach provides a
novel mechanism for back up path adaptation but at expense of more hardware and increased
delay.

TSV requirementccording to differentlata encodingishows thain-of-n encoding isnuch
better tharthe other two inencodings in QDI base@ALS. But encoding and decoding has also
some cost which is more féihe m-of-n codes. Encoding and decoding isieafor the 1-of-N
signaling scheme in hardware requirement and in power consumpiiertial rail encoding is
also efficient but it has disadvantage of requirement of asynchronous interface foiatdah
encoding.The NRTZ signaling scheme can also be usdtere bandwidth is a critical factor
instead ofthe RTZ but it will be at cost of more hardware and intensive level detective

mechanism
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